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Abstract: The vast majority of spatial econometric research relies on the assumption that the spatial network structure is known a priori. This study considers a two-step estimation strategy for estimating the \( n(n-1) \) interaction effects in a spatial autoregressive panel model where the spatial dimension is potentially large. The identifying assumption is approximate sparsity of the spatial weights matrix. The proposed estimation methodology exploits the Lasso estimator and mimics two-stage least squares (2SLS) to account for endogeneity of the spatial lag. The developed two-step estimator is of more general interest. It may be used in applications where the number of endogenous regressors and the number of instrumental variables is larger than the number of observations. We derive convergence rates for the two-step Lasso estimator. Our Monte Carlo simulation results show that the two-step estimator is consistent and successfully recovers the spatial network structure for reasonable sample size, \( T \).
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1. Introduction

This study proposes an estimator, based on the Lasso estimator, for an approximately sparse spatial weights matrix in a high-dimensional setting. The vast majority of spatial econometric research relies on the assumption that the spatial weights matrix, $W_n$, which measures the strength of interactions between units, is known a priori. In applied work, researchers often need to select between standard specifications such as the binary contiguity matrix, inverse distance matrix or other matrices based on some observable notion of distance. The choice of spatial weights has been a focus of criticism of spatial econometric methods, since estimation results highly depend on the researcher’s specification of the spatial weights matrix [1–3]. Furthermore, a pre-defined weights matrix does not provide insights into the drivers of socio-economic interactions and general equilibrium effects in a network, but only allows for measuring the general strength of interactions, which is reflected in the size of the spatial autoregressive coefficient.

The shortcomings of employing pre-specified spatial weights are well known. Pinkse et al. [4] is one of the first attempts to conduct inferences in a setting where the spatial weights matrix is not known a priori. The authors propose a semi-parametric estimator which relies on observable distance measures. Bhattacharjee and Jensen-Butler [5] consider estimation of the spatial weights matrix from the spatial autocovariance matrix in spatial panel models, and show that $W_n$ is only partially identified. Intuitively, the main issue is that, in contrast to autocovariances, spatial weights relate to the direction and strength of causation between spatial units. Since there are twice as many spatial weights as there are autocovariances, further assumptions are required for identification. Bhattacharjee and Jensen-Butler [5] propose an estimator that provides exact identification under the assumption that the spatial weights matrix is symmetric and $n$ is fixed.\(^1\) Estimation of the spatial weights matrix in a low-dimensional small $n$ panel, under different structural assumptions on the autocovariances or using moment conditions is discussed in [7,8].

The aforementioned literature focuses on a low-dimensional context where typically $n \ll T$. In contrast, Bailey et al. [9] consider sparsity of the spatial weights matrix as an alternative identification assumption based on a large $T$ panel setting and the spatial error model. They apply a multiple testing procedure to the matrix of spatial autocorrelation coefficients in order to identify the non-zero interactions, and place weights of $+1$, $-1$ or zero, depending on whether the autocorrelations are significantly positive, significantly negative or insignificant, respectively. There are also a few previous studies which apply Lasso-type estimators to high-dimensional spatial panel models and assume sparsity.\(^2\) Manresa [13] considers a non-autoregressive panel model with spatially lagged exogenous regressors. Hence, the model does not suffer from simultaneity and the Lasso estimator can be used for dimensionality reduction. Souza [14] and Lam and Souza [15] consider a spatial autoregressive model with additional spatial lags on exogenous

---

\(^1\) See [6] for a similar approach.

\(^2\) The Lasso has also been applied in the GIS literature, where the focus is on estimation of a spatial model where spatial dependence is a function of geographic distance; see, for example, Huang et al. [10] and Wheeler [11]. Likewise, Seya et al. [12] assume a known spatial weights matrix and apply the Lasso for spatial filtering. Spatial filtering is different from our approach as filtering treats the spatial weights as nuisance parameters whereas we focus on the recovery of the spatial dependence structure.
regressors. Souza [14] discusses several exclusion restrictions that allow for identification, but require prior knowledge about the network structure. Lam and Souza [15] propose a Lasso-type estimator for spatial weights under the assumption that the error variance decays to zero as $T$ increases, which may be a strong assumption in some applications. By contrast, the method proposed here does not require prior knowledge about the network structure and does not rely on variance decay, but instead exploits exogenous regressors as instruments.

This study explores the estimation of the spatial weights matrix in a panel data setting where $T$, the number of time periods, is large. The spatial autoregressive or spatial lag model is given by

$$y_{it} = \sum_{j=1}^{n} w_{ij} y_{jt} + x_{it}' \beta_i + e_{it}, \quad t = 1, \ldots, T; i = 1, \ldots, n \tag{1.1}$$

where $y_{it}$ is the response variable, $x_{it} = (x_{1, it}, x_{2, it}, \ldots, x_{K, it})'$ is the vector of exogenous regressors and $\beta_i$ is the $K \times 1$ parameter vector with $K \geq 1$. The error term is assumed to be independently distributed, but allowed to be heteroskedastic and non-Gaussian. $w_{ij}$ is the $(i, j)$th element of the $n \times n$ spatial weights matrix, denoted by $W_n$, and measures the strength of spill-over effects from unit $j$ to unit $i$. The spatial weights matrix has zeros on the diagonal, i.e., $w_{ii} = 0$ for all $i$.\(^3\) The first term on the right-hand side is often referred to as the spatial lag, analogous to a temporal lag in time-series models. The spatial autoregressive panel model is a natural extension to cross-sectional spatial autoregressive models as introduced by [16,17]. Spatio-temporal panel models, such as the spatial autoregressive model in (1.1), have recently attracted much attention; see, for example, [18–22].\(^4\)

Estimation of the above model poses two major challenges when $W_n$ is treated as unknown. First, the model suffers from reverse causality as the response variable appears both on the left and right-hand side of the equation. It is well known that ordinary least squares (OLS) is inconsistent in the presence of endogeneity. Second, the model is not identified unless the number of parameters, $p := n(n - 1) + Kn$, is smaller than the number of observations, $nT$, or further assumptions are made. The identification assumption considered here is sparsity of the weights matrix which requires that each unit is affected by only a limited number of other units. Specifically, the number of units affecting a specific unit $i$ is assumed to be much smaller than $T$, but we explicitly allow for $p \gg nT$.

The proposed estimation method is a two-step procedure based on the Lasso estimator introduced by Tibshirani [24]. The Lasso is a regularization technique which can, under the sparsity assumption, deal with high-dimensional settings where the number of exogenous regressors is large relative to the number of observations. The $\ell_1$-penalization employed by the Lasso sets some of the coefficient estimates to exactly zero, making the Lasso estimator attractive for model selection. The $\ell_1$-penalization behaves similarly to the $\ell_0$-penalty, as used in the Akaike information criterion and Bayesian information criterion [25,26], but is computationally more attractive due to its convex form. The Lasso is a popular

\(^3\) We implicitly set the spatial autoregressive parameter, which is commonly employed in spatial models, equal to one, since $w_{ij}$ and the spatial autoregressive parameter are not separately identified [5].

\(^4\) See [23] for an overview.
and well-established technique, but its theoretical properties have only recently been better understood. Recent theoretical contributions include [27–35].

Conceptually, identification of a spatial weights matrix requires suitably dealing with the endogeneity inherent in model (1.1). Lam and Souza [15] address this issue by assuming that the error variance asymptotically decays to zero. By contrast, we address endogeneity using instruments. The estimation methodology proceeds in two steps. In the first step, relevant instruments are identified by the Lasso and predictions for \( y_{1t}, \ldots, y_{nt} \) are obtained. In the second step, the regression model in (1.1) is estimated, but the spatial lag on the right-hand side is replaced with predictions from the first step. That is, the second-step Lasso selects the neighbours affecting \( y_{it} \). The procedure is conceptually based on two-stage least squares (2SLS), but employs the Lasso for selecting relevant instruments in the first step and for selecting relevant spatial lags in the second step. Figure 1 visualizes the spatial autoregressive model in (1.1) for \( n = 2 \) and motivates the choice of instruments exploited to identify the spatial weights. In the regression equation with \( y_{1t} \) as the dependent variable, we can exploit \( x_{2t} \) as instruments for \( y_{2t} \) and vice versa.

![Spatial Autoregressive Model Diagram](image)

Figure 1. The Spatial Autoregressive Model for \( n = 2 \).
our approach allows for approximate sparsity, non-Gaussian errors and uses the sharper penalty level proposed by Belloni et al. [30]. However, our main contribution is to point out that a simple two-step Lasso estimation method can be employed to estimate the spatial weights matrix. The approach does not require any prior knowledge about the network structure, except for the sparsity assumption and a set of exogenous regressors.

The article is organized as follows. In Section 2, we consider a general setting where the number of endogenous regressors and the number of instruments is allowed to be larger than the number of observations. The two-step estimator may be of more general interest for applications with endogeneity in high-dimensions. Section 3 applies the proposed two-step estimator to estimate the spatial autoregressive model in (1.1). In Section 4, we present Monte Carlo results to demonstrate the performance of the two-step Lasso for estimating the spatial weights matrix. Finally, Section 5 concludes.

Notation. The \( \ell_q \)-norm of the vector \( a \in \mathbb{R}^M \) is defined as \( \|a\|_q = (\sum_{m=1}^{M} |a_m|^q)^{1/q} \), \( q = 1, 2 \). The number of non-zero elements in \( a \) is denoted by \( \|a\|_0 \), and \( \|a\|_\infty \) is the largest element in \( a \). We use \( ((\cdot)) \) to denote the typical element of a matrix, e.g., \( A = ((a_{ij})) \). The Frobenius norm of \( A \) is \( \|A\|_F = (\sum_{i,j} |a_{ij}|^2)^{1/2} \). Let \( \|A\|_1 \) be the entry-wise \( \ell_1 \) norm, i.e., \( \|A\|_1 = \sum_{i,j} |a_{ij}| \). The support operator is \( \text{supp}(a) = \{m \in \{1, \ldots, M\} : a_m \neq 0\} \). Let \( V \) be a set, then \( V^c \) is the complement of \( V \). \( a_V \) is a vector with elements \( a_m1 \{m \in V\} \) for \( m = 1, \ldots, M \) where \( 1 \) is the indicator function. The typical element of \( A_V \) is \( a_j1 \{j \in V\} \). We use \( x_T \lesssim_P z_T \) to denote \( x_T = O_P(z_T) \) and \( a \lesssim b \) to denote \( a \leq cb \) for some constant \( c > 0 \).

2. Two-Step Lasso Estimator

In this section, we develop a two-step estimation procedure that allows the number of possibly endogenous regressors as well as the number of instruments to be larger than the sample size. The identifying assumption is approximate sparsity. Section 3 presents the spatial autoregressive model as an application to this setting. The two-step estimator may be of interest in, for example, cross-country growth regressions where the number of regressors is large relative to the number of countries and endogeneity is a potential issue. Furthermore, endogeneity in high dimensions may arise when the aim is to find a sparse linear approximation to a complex non-parametric data-generating process; see earning regressions in [43].

The structural equation and first-step equations are given by

\[
y_t = \mathbf{X}_t' \beta^\star + e_t,
\]
\[
x_{tj} = \mathbf{Z}_t' \pi^\star_j + u_{tj}, \quad j = 1, \ldots, p.
\]

\( y_t \) is the outcome variable and \( x_t \) is a \( p \)-dimensional vector of regressors. For notational consistency with Section 3, we use \( t = 1, \ldots, T \) to denote distinct units or repeated observations over time. Without loss of generality, we assume that the first \( \bar{p} \) regressors are endogenous, i.e., \( \mathbb{E}[e_t|x_{tj}] \neq 0 \) for \( j = 1, \ldots, \bar{p} \) with \( \bar{p} \in \{1, \ldots, p\} \). The remaining \( p - \bar{p} \) regressors are exogenous. Hence, we allow the set of exogenous regressors to be empty. We assume the existence of \( L \geq p \) instruments, \( z_t \), which satisfy the exclusion
restriction \( \mathbb{E}[e_t|z_t] = \mathbb{E}[u_{tj}|z_t] = 0 \) for \( j = 1, \ldots, p \). If a regressor \( x_{tj} \) is exogenous, it serves as an instrument for itself. Hence, \( z_{tj} = x_{tj} \) for \( j > \bar{p} \). The error terms \( e_t \) and \( u_{tj} \) are independently distributed, but possibly heteroskedastic and non-Gaussian. The interest lies in obtaining a sparse approximation of \( \beta^* \). While the model in (2.1)–(2.2) assumes that the conditional expectation functions are linear, the framework may be easily generalized to a non-parametric data-generating process as in, for example, Bickel et al. [27].

2.1. First-Step Estimation

The aim of the first step is to estimate the conditional expectation function \( x_{tj}^* := \mathbb{E}[x_{tj}|z_t] = z'_i \pi_j^* \) for \( j = 1, \ldots, \bar{p} \) where \( x_{tj}^* \) represents the optimal instrument. Note that \( x_{tj}^* = x_{tj} \) if \( x_{tj} \) is exogenous, which corresponds to \( j = \bar{p} + 1, \ldots, p \). If \( L > T \), OLS estimation of the first-step equations in (2.2) is not feasible as the Gram matrix \( T^{-1}Z'Z \) with \( Z = ((z_{tj})) \) is singular. The Lasso can achieve consistency in a high-dimensional setting where \( L > T \) under the assumption of sparsity and further regularity conditions stated below. Exact sparsity requires that the number of nonzero elements in \( \pi_j^* \), i.e., \( \|\pi_j^*\|_0 \), is small relative to the sample size. This assumption is too strong in most applications as \( \pi_j^* \) may have many elements that are, although negligible, not exactly zero. Instead, we assume the existence of a sparse parameter vector \( \pi_j^0 \) that approximates the true parameter vector \( \pi_j^* \). Specifically, as in [30], we assume that for each endogenous regressor \( j \) the number of instruments necessary for approximating the conditional expectation function is smaller than the sample size and the associated approximation error \( a_{tj}(z_t) = x_{tj}^* - z'_i \pi_j^0 \) converges as specified below.\(^5\)

Assumption 2.1. Consider the model in (2.2). There exists a parameter vector \( \pi_j^0 \) for all \( j = 1, \ldots, \bar{p} \) such that

\[
\mathbb{E}[x_{tj}|z_t] = z'_i \pi_j^0 + a_{tj}(z_t), \quad s_1 := \max_{1 \leq j \leq \bar{p}} \|\pi_j^0\|_0 \ll T, \quad A_{s_1} := \max_{1 \leq j \leq \bar{p}} \left\{ \frac{1}{T} \sum_{t=1}^{T} a_{tj}^2 \right\} \lesssim_{\pi} \sqrt{s_1}/T
\]

The target parameter \( \pi_j^0 \) can be motivated as the solution to the infeasible oracle program that penalizes the number of non-zero parameters [31]. Under homoskedasticity, we can write the oracle objective function as

\[
\min_{\pi_j} \frac{1}{T} \|X_j - Z\pi_j\|_2^2 + \frac{\sigma^2}{T} \|\pi_j\|_0
\]

where \( X_j \) is the \( j \)th column of the matrix \( X = ((x_{tj})) \). The second term represents the noise level and \( \sqrt{s_1/T} \) is the convergence rate of the oracle which knows the true model.

The first-step Lasso estimator for endogenous regressor \( j \) is defined as

\[
\hat{\pi}_j = \arg \min_{\pi_j} \frac{1}{T} \|X_j - Z\pi_j\|_2^2 + \frac{\lambda_1}{T} \|\hat{Y}_{tj} \pi_j\|_1
\]

The first term is the residual sum of squares and the second term imposes a penalty on the absolute size of the parameters which is increasing in the penalty level \( \lambda_1 \). The Lasso nests OLS with \( \lambda_1 = 0 \)

\(^5\) The subscripts “1” and “2” indicate, where appropriate, that the corresponding terms refer to the first and second step, respectively.
and \( \lambda_1 = \infty \) will lead to a null model. \( \hat{\Upsilon}_{1j} \) is a diagonal matrix of penalty loadings which account for heteroskedasticity and may be set to the identity matrix under homoskedasticity [30]. The second term imposes a penalty on the absolute size of the coefficients and, thus, shrinks the coefficient estimates towards zero. The Lasso predictions \( \hat{X}_j := Z\hat{\pi}_j \) replace \( X_j \) in the second step to address endogeneity. For the exogenous regressors, we set \( \hat{X}_j = X_j \).

The penalty level \( \lambda_1 \) may be selected by cross-validation in order to minimize the prediction error as originally suggested by Tibshirani [24]. Since the primary purpose of our study is not prediction, but recovery of the spatial network structure, we follow an alternative approach that originates from Bickel et al. [27]. The penalty level is chosen as the smallest value that, with a high probability, overrules the random part of the data-generating process, which is represented by the score vector \( S_{1j} = -\frac{2}{T} \hat{\Upsilon}_{1j}^{-1} Z u_j \), i.e.,

\[
\frac{\lambda_1}{T} \geq c \max_{i \leq j \leq p} \|S_{1j}\|_\infty \quad \text{with } c > 1 \tag{2.3}
\]

The event in (2.3) plays a crucial role in the derivation of non-asymptotic bounds and convergence rates. Belloni et al. [30] show with the use of moderate deviation theory in [44] that as \( T \to \infty \), \( P(c \max_{1 \leq j \leq p} \|S_{1j}\|_\infty > \lambda_1/T) = o_P(1) \) where

\[
\lambda_1 = 2c\sqrt{T} \Phi^{-1}(1 - \alpha/(2L\bar{p})) \quad \text{with } \log(1/\alpha) \lesssim \log(\max(L\bar{p}, T)) \tag{2.4}
\]

under possibly non-Gaussian and heteroskedastic errors. Note that the term \( \bar{p} \) in (2.4) accounts for the number of Lasso regressions in the first step and \( L \) is the number of instruments. \( c \) is a constant greater than, but close to 1. In applied work, Belloni et al. [45] suggest setting \( c = 1.1 \) and \( \alpha = \min(1/T, 0.05) \).

The optimal penalty loadings are given by

\[
\Upsilon_{1j}^0 = \text{diag}(\gamma_{1j,1}, \ldots, \gamma_{1j,j}, \ldots, \gamma_{1j,L}), \quad \gamma_{1j,l} = \sqrt{\frac{1}{T} \sum_t z_{tl}^2 u_{lj}^2} \tag{2.5}
\]

but are infeasible as \( u_{lj} \) is unobserved. Under the iterative Algorithm in Appendix A.2, we can construct asymptotically valid penalty loadings, \( \hat{\Upsilon}_{1j} \), that are in the probability limit as least as large as the optimal penalty loadings [30].

The properties of the Lasso estimator depend crucially on the Gram matrix \( T^{-1}Z'Z \). As stated above, OLS is not feasible if \( L > T \) as the Gram matrix is singular, which implies that the minimum eigenvalue is zero,

\[
\min_{\delta \neq 0} \frac{\|Z\delta\|_2}{\sqrt{T} \|\delta\|_2} = 0
\]

Bickel et al. [27] introduce the restricted eigenvalue

\[
\min_{\|\delta_{\Omega_{1j}}\|_1 \leq C \|\delta_{\Omega_{1j}}\|_1, \delta \neq 0} \frac{\|Z\delta\|_2}{\sqrt{T} \|\delta_{\Omega_{1j}}\|_2}
\]

which is defined as the minimum over the restricted set \( \|\delta_{\Omega_{1j}}\|_1 \leq C \|\delta_{\Omega_{1j}}\|_1 \), where \( \Omega_{1j} = \text{supp}(\pi_{1j}^0) \) and \( C \) is a positive constant. The condition \( \|\delta_{\Omega_{1j}}\|_1 \leq C \|\delta_{\Omega_{1j}}\|_1 \) holds with high probability and, when it does not hold, it is not required to bound the prediction error norm (see Appendix A.1).
Definition 1. Let $C$ and $\bar{\kappa}$ be positive constants and $\Omega$ denote the active set. We say that the restricted eigenvalue condition holds for $M$, if as $T \to \infty$

$$\kappa_C(M) := \min_{\|\delta_\Omega\|_1 \leq C\|\delta_\Omega\|_1, \delta \neq 0} \frac{\sqrt{s}}{\sqrt{T}} \frac{\|M\delta\|_2}{\|\delta_\Omega\|_1} \geq \bar{\kappa} > 0, \quad s := \|\delta\|_0$$

In the above definition of the restricted eigenvalue the $\ell_2$-norm in the denominator is replaced with the $\ell_1$-norm using the Cauchy-Schwarz inequality, which allows us to relate the $\ell_1$-parameter norm to the $\ell_2$-prediction norm. The restricted eigenvalue is closely related to the compatibility constant [46]. Bühlmann and Van de Geer [28] provide an extensive overview of related conditions and their relationship. The restricted eigenvalue conditions hold under general conditions; see, e.g., [27,31,47]. One sufficient condition for the restricted eigenvalue is the restricted sparse eigenvalue condition which requires that any appropriate sub-matrix of the Gram matrix has positive and finite eigenvalues [27].

To accommodate heteroskedasticity, we also define the weighted restricted eigenvalue condition [30],

$$\kappa_C^\omega(M) := \min_{\|\delta_\Omega\|_1 \leq C\|\delta_\Omega\|_1, \delta \neq 0} \frac{\sqrt{s}}{\sqrt{T}} \frac{\|M\delta\|_2}{\|\delta_\Omega\|_1}$$

where $\Upsilon^0$ are the optimal penalty loadings as in (2.5). If the restricted eigenvalue condition holds, the weighted restricted eigenvalue is positive as long as the optimal penalty loadings are bounded away from zero and bounded from above, which we maintain in the following.

With respect to the first-step equations in (2.2), we explicitly state the restricted eigenvalue condition as follows:

Assumption 2.2. The Restricted Eigenvalue Condition holds for $Z$.

Under Assumption 2.1 and 2.2, using the penalty level as in (2.4), assuming the penalty loadings $\hat{\Upsilon}_{1j}$ are asymptotically valid, then by Theorem 1 in [30], the $\ell_2$-prediction error norm of the Lasso estimator has the following rate of convergence

$$\max_{1 \leq j \leq \bar{p}} \frac{1}{\sqrt{T}} \|Z\hat{\pi}_j - Z\pi_j^*\|_2 \lesssim \sqrt{s_1 \log(\max(L\bar{p}, T))}$$

We do not reproduce the proof of Theorem 1 in [30]. However, our main results in Theorem 1 below is a generalization in that we account for the prediction error that arises from the first-step Lasso estimation. The proof is provided in Appendix A.1. The convergence rate in (2.6) is slower than the oracle rate of $\sqrt{s_1/T}$ by a factor of $\sqrt{\log(\max(L\bar{p}, T))}$, which can be interpreted as the cost of not knowing the active set of $\pi_j^0$.

2.2. Second-Step Estimation

Since the second-step is infeasible by OLS if $p > T$, we require, as in the first step, approximate sparsity and assumptions on the Gram matrix.
Assumption 2.3. Consider the model in (2.1). There exists a parameter vector \( \beta^0 \) such that
\[
E[y_t|z_t] = x_t^\prime \beta^0 + r_t(z_t), \quad s_2 := \|\beta^0\|_0 \ll T, \quad R_{s_2} := \sqrt{\frac{1}{T} \sum_{t=1}^{T} r_t^2} \lesssim \sqrt{\frac{s_2}{T}}, \quad \|\beta^0\|_2 \lesssim_P s_2
\]

Assumption 2.4. The Restricted Eigenvalue Condition holds for \( \hat{X} \).

Assumption 2.3 is similar to Assumption 2.1, but assumes \( \|\beta^0\|_2 \lesssim s_2 \), which allows us to simplify the expression for the convergence rates. Assumption 2.4 could also be written in terms of the optimal instrument matrix \( X^* \). Specifically, Assumption 2.4 holds if the restricted eigenvalue holds for \( X^* \) and \( \|\hat{X} - X^*\|_\infty \) is small as specified in [28], Corollary 6.8.

For identification of \( \beta^0 \) we also require, as standard in the IV/GMM literature, that the matrix \( \Pi \) is full column rank.

Assumption 2.5. \( \text{rank}(\Pi^0) = p \).

The second-step Lasso estimator uses the predictions \( \hat{X} \) as regressors and is defined as
\[
\hat{\beta} = \arg \min_\beta \frac{1}{T} \|y - \hat{X}\beta\|_2^2 + \frac{\lambda_2}{T} \|\hat{Y}\beta\|_1
\]
where the penalty level is set to
\[
\lambda_2 = 2c\sqrt{T}\Phi^{-1}(1 - \alpha/(2p)) \quad \text{with} \quad \log(1/\alpha) \lesssim \log(\max(L\bar{\rho},T)) \quad (2.7)
\]
and the penalty loadings are estimated using the algorithm in Appendix A.2.

The crucial difference to the first-step Lasso estimation is that \( X^* \) is unobservable and we instead use \( \hat{X} \), which is an estimate that in general deviates from the optimal instrument \( X^* \). For the two-step Lasso estimator, we consider the prediction bound \( 1/\sqrt{T}\|\hat{X}\hat{\beta} - X^*\beta^*\|_2 \) where predictions obtained using the unknown optimal instrument and the unknown true parameter vector \( \beta^* \) serve as a reference point. Note that, using the triangle inequality,
\[
\frac{1}{\sqrt{T}} \|\hat{X}\hat{\beta} - X^*\beta^*\|_2 = \frac{1}{\sqrt{T}} \|\hat{X}\hat{\beta} - \hat{X}\beta^0 + \hat{X}\beta^0 - X^*\beta^0 + (X^*\beta^0 - X^*\beta^*)\|_2 \\
\leq \frac{1}{\sqrt{T}} \|\hat{X}\hat{\beta} - \hat{X}\beta^0\|_2 + \frac{1}{\sqrt{T}} \|\hat{Y}\beta\|_2 + R_{s_2}
\]
where we define \( \hat{V} = \hat{X} - X^* \) which has the typical element \( \hat{v}_{jt} = z_t^\prime \hat{\pi}_j - z_t^\prime \pi^*_j \). The bound for the third term is stated in Assumption 2.3. The convergence rate for the second term follows from prediction norm rate of the first-step Lasso in (2.6). The bound for the first term is derived in Appendix A.1. Combining the three bounds, we have the following result.

Theorem 1. Consider the model in (2.1)–(2.2). Suppose Assumptions 2.1–2.5 hold. Suppose asymptotically valid penalty loadings are used and the penalty levels \( \lambda_1 \) and \( \lambda_2 \) are set as in (2.4) and (2.7). Then,
\[
\frac{1}{\sqrt{T}} \|\hat{X}\hat{\beta} - X^*\beta^*\|_2 \lesssim_P s_2^2 \sqrt{\frac{s_1 \log(\max(L\bar{\rho},T))}{T}}
\]
Furthermore, if $s_1$ and $s_2$ do not depend on $T$, then

$$
\left\| \hat{\beta} - \beta^0 \right\|_1 \lesssim \sqrt{\frac{\log(\max(L\bar{p},T))}{T}}.
$$

The proof is provided in Appendix A.1. As expected, the convergence rates of the $\ell_2$-prediction norm depend on the degree of sparsity in the first-step and second-step equation. The second part of the theorem is relevant for the spatial panel model in the next section where the sparsity level ($s_1$ and $s_2$) and the dimension of the problem ($L$ and $p$) depend on the number of units (i.e., $n$), but not on the time dimension ($T$).

3. The Spatial Autoregressive Model

This section applies the proposed two-step Lasso procedure to the spatial lag model in (1.1). In Section 3.2, we discuss two extensions to the two-step Lasso estimator; namely, the post-Lasso and thresholded post-Lasso.

3.1. Two-Step Lasso

The structural and reduced form equations can be written as

$$
y_i = \sum_{j=1}^{n} w_{ij}^* y_j + X_i \beta_i^* + e_i,
$$

$$
y_j = \sum_{s=1}^{n} X_s \pi_{js}^* + u_j, \quad i,j = 1, \ldots, n
$$

where $y_i = (y_{i1}, y_{i2}, \ldots, y_{iT})'$, $w_{jj}^* = 0$, and $X_i = (x_{i1}', \ldots, x_{iT}')'$ is the $T \times K$ matrix of exogenous regressors. We assume that $e_{it}$ is independently distributed across $t$, i.e., $E[e_{it}e_{is}] = 0$ for $t \neq s$. The *-superscripts indicate that we interpret the parameters as the true parameter values.

It is evident that the spatial model in (3.1)–(3.2) is an application of the more general model in (2.1)–(2.2). Specifically, the right-hand side regressors $y_1, \ldots, y_n$ correspond to endogenous regressors and $X_i$ corresponds to the exogenous regressors in (2.1). Furthermore, the set of exogenous instruments is given by $X_1, \ldots, X_n$.

The choice of instruments is closely related to Kelejian and Prucha [48]. To identify the spatial autoregressive parameter, they suggest the use of first and higher order spatial lags of exogenous regressors as instruments for the endogenous spatial lag. As discussed in the Introduction, we use $X_j$ as instruments in order to identify $w_{ij}^*$, which represents the causal impact of $y_j$ on $y_i$. Therefore, for identification, we require contemporaneous exogeneity across space:

**Assumption 3.1.** $E[e_{it}|x_{jt}] = 0$ for all $i, j = 1, \ldots, n$ and $t = 1, \ldots, T$.

In many applications, estimation of (3.1)–(3.2) by 2SLS is not feasible as there appear $n - 1 + K$ and $nK$ regressors on the right-hand side, respectively, which are both potentially larger than $T$. In order to exploit the Lasso estimator, we require sparseness as in Section 2.
Assumption 3.2. (a) Consider the model in (3.1). There exists a parameter vector $w^0_i = (w^0_{i1}, \ldots, w^0_{in})$ for all $i = 1, \ldots, n$ with $w^0_{ii} = 0$ such that

$$E[y_{it}|x_{1t}, \ldots, x_{nt}] = \sum_{j=1}^{n} w^0_{ij} y^*_{jt} + x'_{it} \beta^0_i + a_{it}$$

$$s_1 + K \ll T, \quad A_{s_1} := \max_{1 \leq s \leq n} \left[ \frac{1}{T} \sum_{t=1}^{T} a_{it}^2 \right]^{1/2} \sqrt{s_1} T$$

where $y^*_{jt} = E[y_{jt}|x_{1t}, \ldots, x_{nt}]$, $s_1 := \max_{1 \leq s \leq n} \|w^0_i\|_0$ and $K = \|\beta^0_i\|_0$

(b) Consider the model in (3.2). There exists a parameter vector $\pi^0_{i,j}$ for all $i = 1, \ldots, n$ such that

$$E[y_{it}|x_{1t}, \ldots, x_{nt}] = \sum_{j \neq i} x'_{jt} \pi^0_{i,j} + x'_{it} \pi^0_{i,i} + r_{it}$$

$$s_2 + K \ll T, \quad R_{s_2} := \max_{1 \leq s \leq n} \left[ \frac{1}{T} \sum_{t=1}^{T} r_{it}^2 \right]^{1/2} \sqrt{s_2} T$$

where $s_2 := \max_{1 \leq s \leq n} \sum_{j \neq i} \|\pi^0_{i,j}\|_0$ and $K = \|\pi^0_{i,i}\|_0$

To simplify the exposition and without loss of generality, we assume that $\beta^0_i$ does not include any zero elements, implying that all regressors in $x_{it}$ are relevant determinants of the dependent variable $y_{it}$. The assumption also guarantees identification as long as $K \geq 1$.

The sparsity assumptions in Assumption 3.2 (a) and Assumption 3.2 (b) are related. To see this, consider the case where $n = 2$. Then, the reduced form equations are given by

$$y_1 = X_1 \pi_{1,1} + X_2 \pi_{1,2} + u_1$$

$$y_2 = X_1 \pi_{2,1} + X_2 \pi_{2,2} + u_2$$

with $\pi_{2,1} = \frac{w_{12}}{1-w_{12}w_{21}} \beta_1$, $\pi_{1,2} = \frac{w_{12}}{1-w_{12}w_{21}} \beta_2$, $\pi_{1,1} = \frac{1}{1-w_{12}w_{21}} \beta_1$ and $\pi_{2,2} = \frac{1}{1-w_{12}w_{21}} \beta_2$ where we assume $|w_{12}| < 1$ and $|w_{21}| < 1$. It becomes evident that, if $\pi_{1,2} = 0$, then $w_{12} = 0$ must hold by assumption given that $\|\beta\|_0 = K$. That is, sparseness of the $\pi_{i,j}$ parameter vectors as specified in Assumption 3.2 (b) implies sparseness of the $W_n$ matrix in Assumption 3.2 (a) if $n = 2$.

We maintain the following basic assumptions regarding the spatial weights matrix.

Assumption 3.3. (a) The spatial weights matrix, $W^0_n = ((w^0_{ij}; i, j = 1, \ldots, n))$, is $n \times n$ with zeros on the diagonal, $w^0_{ii} = 0$. (b) The spatial weights matrix is time-invariant. (c) The row sums are bounded in absolute value, i.e., $\max_i \sum_j |w_{ij}| < 1$.

Assumption 3.3 (a) is standard. Assumption 3.3 (b) is required as the identification strategy exploits variation over time to identify the weights matrix and is standard in the spatial panel econometrics literature; see, e.g., [20]. The assumption corresponds to parameter stability over time in time series.6

---

6 Whether this assumption is reasonable depends on the application. If there is a regime change at a known date, the model can be estimated for each sub-period separately, assuming that parameter stability holds within in each sub-period and that the time dimension is sufficiently large.
Assumption 3.3 (c) can be interpreted similar to the stationarity condition in time-series econometrics. Assumption (a) and (c) ensure that \( I_n - W_n^0 \) is invertible, where \( I_n \) is the identity matrix of dimension \( n \). Invertibility of \( I_n - W_n^0 \) is required to derive the reduced form equations in (3.2). The assumptions differ from standard assumptions in the spatial econometrics literature in two points; c.f., \([48,49]\). First, we do not make use of the spatial autoregressive coefficient as the spatial autoregressive coefficient and the spatial weights are not separately identified. Second, we do not apply row-standardization as commonly employed. This is because some of the spatial weights can be negative, a condition negated in a large part of the literature that measures spatial weights by distances or contiguity. Applications that allow for an estimated spatial weights matrix show that negative spatial weights are common in practice; see for example \([7–9]\). Furthermore, we stress that Assumption 3.3 does not impose any structure on the spatial weights matrix such as symmetry and we allow the interactions effects to be positive and negative.

In order to write the first and second-step Lasso estimator compactly, we introduce some notation. Let \( \bar{X} = (X_1, \ldots, X_n) \) and \( \pi_j' = (\pi_{j,1}, \ldots, \pi_{j,n}) \) is the corresponding parameter vector. The first-step Lasso estimator solves

\[
\min \left\| y_i - \bar{X}\pi_i \right\|^2_2 + \lambda_1 \left\| \hat{\Upsilon}_1,\pi_i \right\|_1
\]

Let \( \hat{y}_i \) denote the first-step predictions from Lasso estimation and let \( \hat{Y} = (\hat{y}_1, \ldots, \hat{y}_n) \). Furthermore, define \( w_i = (w_{i1}, \ldots, w_{in}) \) with \( w_{ii} = 0 \), which is the \( i \)th row of the spatial weights matrix. This allows us to write the second-step matrix of regressors as \( \hat{G}_i = (\hat{Y}, X_i) \) and define the corresponding parameter vector \( \theta_i' = (w_i, \beta_i') \) The second-step Lasso solves

\[
\min \left\| y_i - \hat{G}_i\theta_i \right\|^2_2 + \lambda_2 \left\| \hat{\Upsilon}_2,\theta_i \right\|_1
\]

We require both \( \bar{X} \) and \( \hat{G}_i \) to be well-behaved as stated in Assumption 3.4.\(^7\)

**Assumption 3.4.** The Restricted Eigenvalue Condition holds for \( \bar{X} \) and \( \hat{G}_i \), for all \( i = 1, \ldots, n \).

The penalty levels are set to

\[
\lambda_1 = 2c\sqrt{T} \Phi^{-1}(1 - \alpha/(2n^2K)) \quad (3.3)
\]

\[
\lambda_2 = 2c\sqrt{T} \Phi^{-1}(1 - \alpha/(2n(n - 1 + K))) \quad \text{with} \quad \log(1/\alpha) \lesssim \log(\max(n^2K, T)) \quad (3.4)
\]

Note there are \( nK \) and \( n - 1 + K \) penalized regressors in the first and second step, respectively, and \( n \) Lasso regressions in each step. The penalty loadings are again estimated using Algorithm A.2.

The convergence rates of the two-step Lasso estimator follow from Theorem 1. However, while the general setting in Section 2 allows \( s_1, s_2 \) and the number of first and second-step variables to depend on \( T \), we can assume in the spatial panel setting that \( s_1, s_2 \) and \( n \) are independent of \( T \). Therefore, we obtain the following convergence rates.

\(^7\) To simplify the exposition, the first and second-step Lasso also applies a penalty to \( \beta_i \) and \( \pi_{i,i} \), although we assume \( \|\pi_{i,i}\|_0 = \|\beta_i\|_0 = K \) for identification. For better performance in finite samples, we recommend that the coefficients \( \beta_i \) and \( \pi_{i,i} \) are not penalized.
Corollary 1. Consider the model in (3.1)–(3.2). Suppose Assumptions 3.1–3.4 hold. Suppose asymptotically valid penalty loadings are used and the penalty levels are set as in (3.3) and (3.4). Then,

\[
\max_i \frac{1}{\sqrt{T}} \left\| \hat{\mathbf{G}}_i \hat{\theta}_i - \mathbf{G}^* \theta^* \right\|_2 \preceq \sqrt{\frac{\log(\max(n^2 K, T))}{T}} \\
\max_i \left\| \hat{\theta}_i - \theta^*_i \right\|_1 \preceq \sqrt{\frac{\log(\max(n^2 K, T))}{T}}
\]

3.2. Post-Lasso and Thresholded Post-Lasso

The shrinkage of the Lasso estimator induces a downward bias which can be addressed by the post-Lasso estimator. The post-Lasso estimator treats the Lasso as a genuine model selector and applies OLS to the set of regressors for which the Lasso coefficient estimate is non-zero. In other words, post-Lasso is OLS applied to the model selected by the Lasso. Formally, the first and second-step post-Lasso estimator of the spatial autoregressive model are defined as

\[
\tilde{\pi}_i = \arg \min_{\pi_i} \left\| y_i - \bar{\mathbf{X}} \pi_i \right\|_2^2 \quad \text{s.t.} \quad \text{supp}(\pi_i) \subseteq \text{supp}(\hat{\pi}_i) \\
\tilde{\theta}_i = \arg \min_{\theta_i} \left\| y_i - \hat{\mathbf{G}}_i \theta_i \right\|_2^2 \quad \text{s.t.} \quad \text{supp}(\theta_i) \subseteq \text{supp}(\hat{\theta}_i)
\]

The thresholded post-Lasso addresses the issue that the Lasso estimator often selects too many variables and that, despite the $\ell_1$-penalization, many coefficient estimates are very small, but not exactly zero. The thresholded post-Lasso applies OLS to all spatial lags for which the post-Lasso estimate is larger than a pre-defined threshold $\tau$.\(^8\) While it is in general difficult to select and justify a specific threshold, in the spatial autoregressive model we can use the knowledge that $-1 < w_{ij} < 1$ and assume interaction effects that are smaller than, for example, 0.05 are negligible. For formal results on the post-Lasso and thresholded Lasso, see Belloni and Chernozhukov [31].

4. Monte Carlo Simulation

This Monte Carlo study\(^9\) explores the finite sample performance of the proposed two-step Lasso estimator for estimating the spatial autoregressive model

\[
y_{it} = \sum_{j=1}^{n} \sum_{j \neq i} \sum_{j \neq i} w_{ij} y_{jt} + \eta_t + \mathbf{x}'_t \beta + \varepsilon_{it}, \quad t = 1, \ldots, T; \ i = 1, \ldots, n
\] (4.1)

We consider two different spatial weights matrices. Specification 1 is given by

\[
w_{ij} = \begin{cases} 1 & \text{if } |j - i| = 1 \\ 0 & \text{otherwise} \end{cases} \quad \text{for } i, j = 1, \ldots, n
\] (4.2)

\(^8\) The thresholded Lasso estimators considered in [31] apply the threshold to the Lasso estimates whereas we apply the threshold to the post-Lasso estimates.

\(^9\) We are grateful to two anonymous referees who suggested useful extensions to our Monte Carlo simulations.
and specification 2 is given by

\[ w_{ij} = \begin{cases} 
1 & \text{if } j - i = 1 \\
0 & \text{otherwise}
\end{cases} \quad \text{for } i, j = 1, \ldots, n \quad (4.3) \]

Subsequently, a row-standardization is applied such that the row sum is equal to \( \bar{w} \). The row-standardization ensures that the strength of spill-over effects is constant across \( i \). The strength of spatial interactions is determined by \( \bar{w} \), which corresponds to the spatial autoregressive coefficient.

The spatial weights matrix in specification 1 has non-zeros on the sub-diagonal and super-diagonal. Thus, the weights matrix is symmetric and the number of non-zero elements is \( 2(n - 1) \). In specification 2, only the super-diagonal elements are non-zero, implying \( n - 1 \) non-zero elements.

Specification 2 is in our view more challenging than specification 1 as the triangular structure makes it difficult to identify the direction of causal effects. Note that, the spatial weights matrix is in principle identified if the spatial weights matrix is known to be triangular or symmetric. However, the challenge here is to estimate the spatial weights matrix without any prior knowledge. We stress that the estimation strategy does not depend on any particular structure of the spatial weights matrix, but only requires sparsity.

The parameter vector \( \beta \) is a \( K \)-dimensional vector of ones. Hence, \( \beta \) is constant across \( i \), although the estimation method allows for spatial heterogeneity of \( \beta \). The exogenous regressors and the spatial fixed effect \( \eta_i \) are drawn from the standard normal distribution, i.e., \( x_{k,it} \sim N(0,1) \) for \( k = 1, \ldots, K \). The idiosyncratic error is drawn as \( \varepsilon_{it} \sim N(0, \sigma_{it}^2) \) where

\[ \sigma_{it}^2 = \frac{1}{nT} \sum_{i,t} (1 + x_{it}' \beta)^2 \]

which induces conditional heteroskedasticity.

We consider four estimators: \(^{10}\) (a) The two-step Lasso introduced in Section 3.1. (b) Two-step post-Lasso from Section 3.2. (c) Two-step thresholded post-Lasso with a threshold of \( \tau = 0.05 \). (d) The oracle estimator. The oracle estimator has full knowledge about which weights are non-zero and applies 2SLS to the true model. The oracle estimator is infeasible as the true model is in general unknown and only serves as a benchmark. The penalty levels are defined as in (3.3)–(3.4) with \( c = 1.1 \) and \( \alpha = \min(1/T, 0.05) \). \(^{11}\) The penalty loadings are estimated by Algorithm A.2.

We consider a range of different settings. Specifically, \( n = \{30, 50, 70\} \), \( T = \{50, 100, 500\} \), \( K = 1 \) and \( \bar{w} = \{0.5, 0.7, 0.9\} \). We have also considered \( K = 2 \) which results in noticeable performance improvements. However, we do not report the results and focus on \( K = 1 \) which is the minimum requirement for identification. The number of Monte Carlo replications is 1000.

\(^{10}\) The Lasso estimations were conducted in R based on the package glmnet by Friedman et al. \(^{50}\). The code for the two-step Lasso, two-step post-Lasso and thresholded post-Lasso are available on request.

\(^{11}\) We have also considered, among others, \( c = 1.01 \) and \( \alpha = 0.05/\log(T) \) and did not find significant performance differences.
"False neg." denotes false negative rate in %. "False pos." denotes false positive rate in %. RMSE denotes root-mean-square error. The bias is defined in (4.4). The false negative and false positive rate is 0% for the oracle estimator by construction. The oracle estimator is infeasible in practice and serves only as a reference point. Number of replications is 1000. The number of exogenous regressors is $K = 1$. See description in the main text.

Tables 1 and 2 report the following statistics to assess the performance of the estimators. "False negative" is the average percentage of zero elements falsely identified as non-zero. "False positive" is the average percentage of non-zero elements falsely identified as being zero. Furthermore, let $\hat{W}_i$ be the estimate of the spatial weights matrix from the $i$th Monte Carlo iteration. The bias is defined as

$$\text{bias}_i = \frac{1}{n(n-1)} \left\| \hat{W}_i - W_n \right\|_1$$

(4.4)

where $\left\| \cdot \right\|_1$ denotes the entry-wise $\ell_1$-norm. Average and median bias across iterations are reported, as well as the root-mean-square error (RMSE). Note that the false negative and false positive rate are 0% for

---

<table>
<thead>
<tr>
<th>$\tilde{w}$</th>
<th>$N$</th>
<th>$T$</th>
<th>False neg. mean</th>
<th>False pos. median</th>
<th>bias median</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.70 30 50</td>
<td>19.23 19.01</td>
<td>0.04335</td>
<td>0.04266</td>
<td>0.04335</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 30 100</td>
<td>14.62 21.22</td>
<td>0.03812</td>
<td>0.03747</td>
<td>0.03812</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 30 500</td>
<td>5.30 24.82</td>
<td>0.03120</td>
<td>0.03055</td>
<td>0.03210</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 50 50</td>
<td>13.96 15.13</td>
<td>0.02855</td>
<td>0.02826</td>
<td>0.02855</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 50 500</td>
<td>8.86 17.58</td>
<td>0.02653</td>
<td>0.02626</td>
<td>0.02653</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 50 100</td>
<td>3.14 22.13</td>
<td>0.01725</td>
<td>0.01718</td>
<td>0.01725</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 70 50</td>
<td>11.93 12.35</td>
<td>0.02132</td>
<td>0.02130</td>
<td>0.02132</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 70 100</td>
<td>6.09 15.36</td>
<td>0.02071</td>
<td>0.02055</td>
<td>0.02071</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 70 500</td>
<td>1.89 20.39</td>
<td>0.01454</td>
<td>0.01446</td>
<td>0.01454</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 50</td>
<td>2.07 14.99</td>
<td>0.02360</td>
<td>0.02346</td>
<td>0.02360</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 100</td>
<td>0.97 14.92</td>
<td>0.02002</td>
<td>0.01992</td>
<td>0.02002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 500</td>
<td>0.52 18.15</td>
<td>0.01372</td>
<td>0.01365</td>
<td>0.01372</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 50 50</td>
<td>1.03 12.69</td>
<td>0.01495</td>
<td>0.0149</td>
<td>0.01495</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 50 100</td>
<td>0.17 13.11</td>
<td>0.01354</td>
<td>0.01354</td>
<td>0.01354</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 50 500</td>
<td>0.01 15.24</td>
<td>0.00935</td>
<td>0.00931</td>
<td>0.00935</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 50</td>
<td>0.52 10.37</td>
<td>0.01048</td>
<td>0.01044</td>
<td>0.01048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 100</td>
<td>3.01 13.66</td>
<td>0.00758</td>
<td>0.00758</td>
<td>0.00758</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\tilde{w}$</th>
<th>$N$</th>
<th>$T$</th>
<th>False neg. mean</th>
<th>False pos. median</th>
<th>bias median</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90 30 50</td>
<td>8.83 11.55</td>
<td>0.03649</td>
<td>0.03606</td>
<td>0.03649</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 100</td>
<td>5.64 11.89</td>
<td>0.03000</td>
<td>0.03083</td>
<td>0.03090</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 500</td>
<td>2.18 12.69</td>
<td>0.02029</td>
<td>0.02022</td>
<td>0.02029</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 50 50</td>
<td>4.81 9.38</td>
<td>0.02433</td>
<td>0.02432</td>
<td>0.02435</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 50 500</td>
<td>1.90 10.12</td>
<td>0.02187</td>
<td>0.02185</td>
<td>0.02187</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 50 100</td>
<td>0.58 10.40</td>
<td>0.01539</td>
<td>0.01519</td>
<td>0.01519</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 50</td>
<td>3.84 7.68</td>
<td>0.01829</td>
<td>0.01826</td>
<td>0.01829</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 100</td>
<td>0.87 9.78</td>
<td>0.01746</td>
<td>0.01741</td>
<td>0.01746</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 500</td>
<td>0.17 12.77</td>
<td>0.01277</td>
<td>0.01273</td>
<td>0.01277</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 50 50</td>
<td>0.76 9.83</td>
<td>0.01823</td>
<td>0.01806</td>
<td>0.01823</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 50</td>
<td>0.50 7.93</td>
<td>0.01267</td>
<td>0.01254</td>
<td>0.01267</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 100</td>
<td>0.18 16.35</td>
<td>0.01367</td>
<td>0.01365</td>
<td>0.01367</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 30 500</td>
<td>0.03 19.47</td>
<td>0.00935</td>
<td>0.00931</td>
<td>0.00935</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 50</td>
<td>0.52 10.37</td>
<td>0.01048</td>
<td>0.01044</td>
<td>0.01048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 100</td>
<td>1.05 12.17</td>
<td>0.01058</td>
<td>0.01054</td>
<td>0.01058</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90 70 500</td>
<td>0.01 13.66</td>
<td>0.00758</td>
<td>0.00758</td>
<td>0.00758</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Monte Carlo results: Specification 1. (a) Two-step Lasso; (b) Two-step post-Lasso; (c) Thresholded post-Lasso with $\tau = 0.05$; (d) Oracle estimator.
the oracle estimator by construction. We do not report the bias for the estimation of $\beta$, since estimation of $\beta$ is a standard problem.

Table 2. Monte Carlo results: Specification 2. (a) Two-step Lasso; (b) Two-step post-Lasso; (c) Thresholded post-Lasso with $\tau = 0.05$; (d) Oracle estimator.

<table>
<thead>
<tr>
<th>$\bar{w}$</th>
<th>$N$</th>
<th>$T$</th>
<th>False neg.</th>
<th>False pos.</th>
<th>mean</th>
<th>median</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>50</td>
<td>41.60</td>
<td>19.36</td>
<td>0.05258</td>
<td>0.04915</td>
<td>0.05258</td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>100</td>
<td>32.82</td>
<td>20.11</td>
<td>0.04119</td>
<td>0.03952</td>
<td>0.04119</td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>50</td>
<td>7.80</td>
<td>18.61</td>
<td>0.01904</td>
<td>0.01877</td>
<td>0.01904</td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>100</td>
<td>39.98</td>
<td>15.89</td>
<td>0.03820</td>
<td>0.03512</td>
<td>0.03820</td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>500</td>
<td>30.54</td>
<td>16.98</td>
<td>0.03055</td>
<td>0.02976</td>
<td>0.03055</td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>500</td>
<td>7.26</td>
<td>17.07</td>
<td>0.01497</td>
<td>0.01483</td>
<td>0.01497</td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>50</td>
<td>40.38</td>
<td>12.76</td>
<td>0.02885</td>
<td>0.02730</td>
<td>0.02885</td>
</tr>
<tr>
<td>(b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>50</td>
<td>36.30</td>
<td>13.00</td>
<td>0.05679</td>
<td>0.05388</td>
<td>0.05679</td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>100</td>
<td>25.70</td>
<td>13.08</td>
<td>0.04681</td>
<td>0.04572</td>
<td>0.04681</td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>500</td>
<td>4.46</td>
<td>13.10</td>
<td>0.02784</td>
<td>0.02779</td>
<td>0.02784</td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>50</td>
<td>32.20</td>
<td>10.46</td>
<td>0.03943</td>
<td>0.03849</td>
<td>0.03943</td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>100</td>
<td>20.85</td>
<td>10.80</td>
<td>0.03353</td>
<td>0.03353</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>500</td>
<td>3.22</td>
<td>11.66</td>
<td>0.02276</td>
<td>0.02276</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>50</td>
<td>32.13</td>
<td>8.41</td>
<td>0.02944</td>
<td>0.02814</td>
<td>0.02944</td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>100</td>
<td>17.51</td>
<td>9.37</td>
<td>0.02653</td>
<td>0.02642</td>
<td>0.02653</td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>500</td>
<td>2.32</td>
<td>10.59</td>
<td>0.01958</td>
<td>0.01958</td>
<td></td>
</tr>
<tr>
<td>(c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>50</td>
<td>37.53</td>
<td>7.81</td>
<td>0.03843</td>
<td>0.03722</td>
<td>0.03843</td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>100</td>
<td>26.45</td>
<td>8.03</td>
<td>0.02477</td>
<td>0.02447</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>50</td>
<td>33.53</td>
<td>6.00</td>
<td>0.01811</td>
<td>0.01806</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>100</td>
<td>21.68</td>
<td>6.36</td>
<td>0.01290</td>
<td>0.01284</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>50</td>
<td>33.43</td>
<td>4.72</td>
<td>0.01946</td>
<td>0.01899</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>100</td>
<td>18.29</td>
<td>5.40</td>
<td>0.01762</td>
<td>0.01758</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>500</td>
<td>2.40</td>
<td>5.99</td>
<td>0.01290</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>50</td>
<td>–</td>
<td>–</td>
<td>0.01335</td>
<td>0.01186</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>100</td>
<td>–</td>
<td>–</td>
<td>0.00934</td>
<td>0.00861</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>50</td>
<td>–</td>
<td>–</td>
<td>0.00794</td>
<td>0.00724</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>50</td>
<td>100</td>
<td>–</td>
<td>–</td>
<td>0.00559</td>
<td>0.00524</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>50</td>
<td>–</td>
<td>–</td>
<td>0.00561</td>
<td>0.00512</td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td>70</td>
<td>100</td>
<td>–</td>
<td>–</td>
<td>0.00388</td>
<td>0.00371</td>
<td></td>
</tr>
</tbody>
</table>

See notes in Table 1.

4.1. Specification 1

The first specification in (4.2) defines a sparse, symmetric matrix. Across all $n$ and $\bar{w}$, the performance of the two-step Lasso improves in terms of false negative rate and bias as $T$ increases. For example, if $n = 70$, $T = 50$ and $\bar{w} = 0.7$, in which case the model cannot be estimated by 2SLS, on average more than 88.0% of the non-zero spatial weights are identified by the Lasso. When $\bar{w} = 0.9$, this rate increases to 99.4%. However, the false positive rate of the Lasso estimator is high at approximately 10%–25% and remains high as $T$ increases. This is in line with the known phenomenon that the Lasso estimator often selects too many variables; see, e.g., [28].

The two-step post-Lasso estimator shows substantial performance improvement over the two-step Lasso. The bias is smaller across all $T$ and $n$, suggesting that post-Lasso OLS estimation successfully addresses the shrinkage bias arising from $\ell_1$-penalization. Moreover, the two-step post-Lasso also dominates the two-step Lasso in terms of false negative and false positive rate. This is consistent with [30,31], who show that the post-Lasso often performs as least as good as the Lasso. However, the false positive rate is still relatively high at 5%–13% and does not seem to decrease with $T$. The thresholded post-Lasso, which sets post-Lasso estimates below 0.05 equal to zero, improves upon the post-Lasso in that it shows a lower false positive rate. While we do not recommend $\tau = 0.05$ as a general threshold, the thresholded post-Lasso reveals that many ‘falsely positive’ post-Lasso estimates
are close to zero, but not exactly zero, which explains the high false positive rate. As expected, the oracle estimator which knows the true model, exhibits the lowest bias across all \( n \) and \( T \).

Notice that both false negative as well as false positive rate decrease with \( n \). The decrease in the false positive rate is because the number of zero weights increases with \( n \) as a proportion of the total number of off-diagonal elements in \( W_n \). The same situation holds in many real spatial applications where the number of neighbors of a region are bounded. In turn such boundedness is a necessity for spatial stationarity; see Assumption 3.3 and the spatial granularity condition in [37]. Note that with large \( n \), standard least squares methods would not work because of high-dimensionality, which underlines the important advantage of the Lasso-based methods proposed in this article.

Figure 2 shows how often each \( w_{ij} \) is identified as being non-zero by the estimators for \( n = T = 50 \). It can be seen that the two-step procedures successfully recover the spatial structure in (4.2). Note that weights to the left of the sub-diagonal and to the right of the super-diagonal (i.e., \( w_{13}, w_{24}, w_{31}, \ldots \), etc.) are falsely selected slightly more often relative to other weights. This is likely due to indirect effects, resulting in spatial spillage. For example, \( w_{13} \) is selected slightly more often relative to other zero elements as \( y_{3t} \) affects \( y_{1t} \) through \( y_{2t} \).

![Figure 2](image-url)

**Figure 2.** Recovery of Spatial Weights Matrix \((N = 50, T = 50)\): Specification 1. (a) Two-step Lasso; (b) Two-step post-Lasso; (c) Two-step post-Lasso with \( \tau = 0.05 \).

### 4.2. Specification 2

As expected, the performance under specification 2 is not as satisfactory as for specification 1. Table 2 shows that false negative rate and bias decrease in \( T \) for all three Lasso-based estimators. As in specification 1, the two-step post-Lasso outperforms the two-step Lasso in terms of the false negative rate. The thresholded Lasso mainly differs from the two-step post-Lasso in that the false positive rate is lower. Figures 3 and 4 show the selection frequency for \( n = T = 50 \) and \( n = 50, T = 500 \). For \( T = 50 \), it can clearly be seen that the elements in the sub-diagonal are selected more often relative to other non-zero elements, stressing the difficulty of identifying the direction of the effects in small samples. This problem reduces with \( T \) and is negligible for \( T = 500 \), see Figure 4.
Figure 3. Recovery of Spatial Weights Matrix \((N = 50, T = 50)\): Specification 2. (a) Two-step Lasso; (b) Two-step post-Lasso; (c) Two-step post-Lasso with \(\tau = 0.05\).
Figure 4. Recovery of Spatial Weights Matrix ($N = 50$, $T = 500$): Specification 2. (a) Two-step Lasso; (b) Two-step post-Lasso; (c) Two-step post-Lasso with $\tau = 0.05$.

Overall, the two-step Lasso performs well in recovering the network structure, even for the more challenging specification 2. However, we observe that the two-step Lasso selects too many spatial lags in small samples, although the performance improves substantially with $T$ in terms of bias and false negative rate. The two-step post-Lasso outperforms the two-step Lasso in terms of bias and selection performance.
5. Conclusions

The identification of interaction effects is crucial for the understanding of how individuals, firms and regions interact. However, to date there is still a lack of methods that allow the estimation of interaction effects, particularly when the spatial dimension is large. Thus, most applied spatial econometric research uses ad hoc specifications to incorporate interaction effects. The lack of estimation strategies may also explain why interaction effects in socio-economic processes are often ignored.

We propose a two-step procedure based on the Lasso estimator that accounts for reverse causality and allows estimating interaction effects between units in a spatial autoregressive panel model without requiring any prior knowledge about the network structure. The identifying assumption is sparsity. The two-step estimator can be implemented based on fast algorithms available for the Lasso estimator; e.g., [50]. The estimation methodology is attractive for applied research as the Lasso estimator also serves as a model selector and, hence, is relatively robust to misspecification.

We have derived convergence rates for a general two-step Lasso estimator which allows for the number of endogenous regressors and the number of instruments to be larger than the sample size. We then applied the two-step estimator to the spatial autoregressive panel model. Monte Carlo results confirm that the estimation method recovers the structure of the spatial weights matrix, even if \( T \) is as small as 50–100. However, our Monte Carlo results show a tendency for over-selection of spatial weights. The two-step post-Lasso estimator, which in each step applies OLS to the model selected by the Lasso, outperforms the two-step Lasso in terms of bias, false positive and false negative rate.

The use of the two-step Lasso raises several issues shared with other Lasso-type estimators. Controlling uncertainty and conducting inference in the Lasso is challenging and remains an area of ongoing research. Recent contributions include a Lasso significance tests due to Lockhart et al. [51] and the sample splitting approaches proposed by Wasserman and Roeder [52] and Meinshausen et al. [53] which allow for controlling the false discovery rate. Earlier seminal work on the asymptotic distribution of shrinkage estimators include Fan and Li [54] and Knight and Fu [55]. The former introduces the SCAD penalty. In addition, the choice of an optimal penalty level is an important issue. Penalized estimators typically select the penalty level oriented towards optimizing predictive performance, which may not be appropriate if the purpose is structure recovery. The optimal penalty used here is not based on cross-validation or other model selection criteria commonly employed and is therefore not directly subject to this criticism. Specifically, we follow Bickel et al. [27] and Belloni et al. [30] in choosing the smallest penalty level that dominates the noise of the problem. Our Monte Carlo results show that the proposed method works quite well in the structure discovery context.

This work suggests several lines of future research. First, given that the two-step post-Lasso outperforms the two-step Lasso, formal results for the two-step post-Lasso are required. Second, the methodology can be extended to the square-root Lasso and square-root post-Lasso. The main advantage of the square-root Lasso is that the optimal penalty level does not depend on the unknown error variance [56,57]. Hence, further performance improvements seem possible. Third, instead of relying on a two-step Lasso estimation method, an alternative estimation strategy may be based on the recent work by Fan and Liao [40] or Gautier and Tsybakov [38] who allow for endogeneity in high dimensions.
These one-step procedures potentially facilitate accounting for uncertainty in model selection and estimation. These ideas are retained for future work.
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A. Appendix

A.1. Proof of Theorem 1

Setting. First, we summarize the setting and introduce some notation. We can write the model in (2.1)–(2.2) as

$$y = X\beta^* + e, \quad X = ZI\Pi^* + U$$

Thus, the reduced form equation for $y$ is given by

$$y = ZI\Pi^*\beta^* + U\beta^* + e$$

In Assumption 2.3, we assume approximate sparsity.

$$y = X^*\beta^0 + X^*(\beta^* - \beta^0) + \varepsilon = X^*\beta^0 + r + \varepsilon$$

where $X^* = ZI\Pi^*$, $\varepsilon = U\beta^* + e$, $r = X^*(\beta^* - \beta^0)$ with $1/\sqrt{T}\|r\|_2 = R_{s_2}$ and $\beta^0$ is the target parameter vector. As $X^*$ is unknown, we use $\hat{X} = X^* + \hat{V}$ in the second step.

$$y = (\hat{X} - \hat{V})\beta^0 + r + \varepsilon = \hat{X}\beta^0 - \hat{V}\beta^0 + r + \varepsilon = \hat{X}\beta^0 + r + m + \varepsilon$$

where $m := -\hat{V}\beta^0$ is the matrix of prediction errors from the first step weighted by the target parameter vector. Recall, the second-step Lasso estimator solves

$$\min \frac{1}{T}\|y - \hat{X}\beta\|_2^2 + \lambda_2^2 \|\hat{Y}_2\beta\|_2^2$$

Let $Q(\beta) = \frac{1}{T}\|y - \hat{X}\beta\|_2^2$ and $\delta = \hat{\beta} - \beta^0$. Furthermore, define the active set $\Omega_2 = \text{supp}(\beta^0)$ and $|\Omega_2| = s_2$.

The general approach in the following steps is based on Belloni et al. [30] and Bickel et al. [27], but accounts for the prediction error from the first step, $1/\sqrt{T}\|m\|_2$.

Non-asymptotic $\ell_2$-prediction norm bound. In this step, we bound $1/\sqrt{T}\|\hat{X}\delta\|_2$ and treat $1/\sqrt{T}\|m\|_2$ as given. The convergence rate of $1/\sqrt{T}\|m\|_2$ will be derived in the next step.
By optimality of the Lasso estimate $\hat{\beta}$,

$$Q(\hat{\beta}) + \frac{\lambda_2}{T} \left\| \hat{X}_2 \hat{\beta} \right\|_1 \leq Q(\beta^0) + \frac{\lambda_2}{T} \left\| \hat{X}_2 \beta^0 \right\|_1$$

$$Q(\hat{\beta}) - Q(\beta^0) \leq \frac{\lambda_2}{T} \left( \left\| \hat{X}_2 \beta^0 \right\|_1 - \left\| \hat{X}_2 \hat{\beta} \right\|_1 \right)$$  \hspace{1cm} (A.1)

where

$$\left\| \hat{X}_2 \beta^0 \right\|_1 - \left\| \hat{X}_2 \hat{\beta} \right\|_1 = \left\| \hat{X}_2 \beta_{\Omega_2}^0 \right\|_1 - \left\| \hat{X}_2 \hat{\beta}_{\Omega_2} \right\|_1 \leq \left\| \hat{X}_2 \hat{\beta}_{\Omega_2} - \hat{X}_2 \beta_{\Omega_2}^0 \right\|_1$$  \hspace{1cm} (A.2)

using $\beta^0 = \beta_{\Omega_2}^0$, $\hat{\beta}_{\Omega_2} = \hat{\delta}_{\Omega_2}$ and $\left\| \hat{X}_2 \beta_{\Omega_2}^0 \right\|_1 - \left\| \hat{X}_2 \hat{\beta}_{\Omega_2} \right\|_1 \leq \left\| \hat{X}_2 \hat{\beta}_{\Omega_2} - \hat{X}_2 \beta_{\Omega_2}^0 \right\|_1$ by reverse triangle inequality. Furthermore,

$$TQ(\hat{\beta}) - TQ(\beta^0) = \left\| y - \hat{X} \hat{\beta} \right\|_2^2 - \left\| y - \hat{X} \beta^0 \right\|_2^2 = -2y' \hat{X} \delta + \hat{\beta}' \hat{X}' \hat{X} \beta - \beta^0' \hat{X}' \hat{X} \beta^0$$

Subtracting $\left\| \hat{X} \delta \right\|_2^2$ from both sides gives

$$Q(\hat{\beta}) - Q(\beta^0) - \frac{1}{T} \left\| \hat{X} \delta \right\|_2^2 = -\frac{2}{T} \varepsilon' \hat{X} \delta - \frac{2}{T} r' \hat{X} \delta - \frac{2}{T} m' \hat{X} \delta$$

$$= -\frac{2}{T} \varepsilon' (\hat{X})^{-1} \hat{X} \delta - \frac{2}{T} r' \hat{X} \delta - \frac{2}{T} m' \hat{X} \delta$$

$$= (i) - S_2 \hat{X} \delta - 2 R_{s_2} \frac{1}{\sqrt{T}} \left\| \hat{X} \delta \right\|_2 - \frac{2}{T} \left\| m \right\|_2 \left\| \hat{X} \delta \right\|_2$$

$$\geq (ii) - \left\| S_2 \right\|_\infty \left\| \hat{X} \delta \right\|_1 - 2 R_{s_2} \frac{1}{\sqrt{T}} \left\| \hat{X} \delta \right\|_2 - \frac{2}{T} \left\| m \right\|_2 \left\| \hat{X} \delta \right\|_2$$

$$\geq (iii) - \frac{\lambda_2}{cT} \left\| \hat{X} \delta \right\|_1 - 2 R_{s_2} \frac{1}{\sqrt{T}} \left\| \hat{X} \delta \right\|_2 - \frac{2}{T} \left\| m \right\|_2 \left\| \hat{X} \delta \right\|_2$$  \hspace{1cm} (A.4)

where (i) uses the Cauchy-Schwarz inequality and the definitions $R_{s_2} = \frac{1}{\sqrt{T}} \left\| r \right\|_2$ and $S_2 := \frac{2}{T} (\hat{X})^{-1} \hat{X} \varepsilon$. (ii) uses the Hölder inequality. (iii) uses $\lambda_2 \geq cT \left\| S_2 \right\|_\infty$ which holds as $T \to \infty$. Note that, by substituting for $\left\| S_2 \right\|_\infty$, we have eliminated the random component. Combining (A.1), (A.2) and (A.4) yields

$$\frac{1}{T} \left\| \hat{X} \delta \right\|_2^2 \leq 2 R_{s_2} \frac{1}{\sqrt{T}} \left\| \hat{X} \delta \right\|_2 + \frac{2}{T} \left\| m \right\|_2 \left\| \hat{X} \delta \right\|_2 + \frac{\lambda_2}{cT} \left( \left\| \hat{X} \delta \right\|_1 + \left\| \hat{X} \delta \right\|_2 \right)$$

$$+ \frac{\lambda_2}{T} \left( \left\| \hat{X} \delta \right\|_1 - \left\| \hat{X} \delta \right\|_2 \right)$$

$$\leq 2 R_{s_2} \frac{1}{\sqrt{T}} \left\| \hat{X} \delta \right\|_2 + \frac{2}{T} \left\| m \right\|_2 \left\| \hat{X} \delta \right\|_2 + \left( 1 + \frac{1}{c} \right) \frac{\lambda_2}{T} \left\| \hat{X} \delta \right\|_1$$

$$- \left( 1 - \frac{1}{c} \right) \frac{\lambda_2}{T} \left\| \hat{X} \delta \right\|_2$$

$$\leq \left( 2 R_{s_2} + \frac{2}{\sqrt{T}} \left\| m \right\|_2 \right) \frac{1}{\sqrt{T}} \left\| \hat{X} \delta \right\|_2 + \left( 1 + \frac{1}{c} \right) \frac{\lambda_2}{T} \left\| \hat{X} \delta \right\|_1$$

$$- \left( 1 - \frac{1}{c} \right) \frac{\lambda_2}{T} \left\| \hat{X} \delta \right\|_2$$  \hspace{1cm} (A.5)
with $0 < l \leq 1 \leq u$. The last step assumes that $\hat{Y}_2$ is asymptotically valid. Specifically, there are two constants $u$ and $l$ such that $|Y^0_2| \leq |\hat{Y}_2| \leq u |Y^0_2|$ where $l \to P 1$ and $u \to P \tilde{u}$ with $\tilde{u} \geq 1$ [30].

We distinguish between two cases. Case A: If $1/\sqrt{T} \| \hat{X} \hat{\delta} \|_2 \leq 2R_{s_2} + 2/\sqrt{T} \| \tilde{m} \|_2$, the bound is established by assumption. Case B: If $1/\sqrt{T} \| \hat{X} \hat{\delta} \|_2 > 2R_{s_2} + 2/\sqrt{T} \| \tilde{m} \|_2$, the above equation yields

$$\| Y^0_2 \delta_{\Omega_2} \|_1 \leq c_0 \| Y^0_2 \hat{\delta}_{\Omega_2} \|_1$$

where $c_0 = u(c + 1)/(l(c - 1))$ which allows us to invoke the weighted restricted eigenvalue condition,

$$\frac{1}{\sqrt{T}} \| \hat{X} (\hat{\beta} - \beta^0) \|_2 \leq 2R_{s_2} + \frac{2}{\sqrt{T}} \| \hat{m} \|_2 + \left( 1 + \frac{1}{c} \right) u \frac{\lambda_2}{T} \frac{s_2}{\kappa_{\omega}}(\hat{X})$$

This establishes the non-asymptotic $\ell_2$-prediction norm bound, but takes the prediction error $1/\sqrt{T} \| \tilde{m} \|_2$ from the first step as given. Note that if $m = 0$, we arrive at the bound in Lemma 6 in Belloni et al. [30].

**Convergence rate of $1/\sqrt{T} \| m \|_2$.** In this step, we derive the convergence rate for $1/\sqrt{T} \| m \|_2$.

$$\| m \|_2 = \| \hat{\beta} \|_2 = \| \hat{\beta}_\Omega \|_F = \| \hat{\beta}^0 \|_2 = \| \beta^0 \|_2 \left( \sum_{j \in \Omega_2} \sum_i \hat{v}_{ij}^2 \right)^{1/2}$$

$$\leq \| \beta^0 \|_2 \sum_{j \in \Omega_2} \left( \sum_i \hat{v}_{ij}^2 \right)^{1/2} = \| \beta^0 \|_2 \sum_{j \in \Omega_2} \| \hat{V}_j \|_2$$

$$\leq \| \beta^0 \|_2 s_2 \max_j \| \hat{V}_j \|_2$$

where $\hat{V}_j = Z \hat{\pi}_j - Z \pi_j^*$. By Theorem 1 in Belloni et al. [30],

$$\max_j \frac{1}{\sqrt{T}} \| \hat{V}_j \|_2 \preceq P \left( \frac{s_1 \log(\max(Lp, T))}{T} \right)$$

Substituting (A.7) into (A.8) and assuming $\| \beta^0 \|_2 \preceq s_2$,

$$\frac{1}{\sqrt{T}} \| m \|_2 = \frac{1}{\sqrt{T}} \left( \frac{\| \hat{\beta}^0 \|_2}{s_2} \right) \preceq P \left( \frac{s_1 \log(\max(Lp, T))}{T} \right)^{1/2} \frac{s_2}{s_1 \log(\max(Lp, T))}$$

**Convergence rate of $\ell_2$-prediction norm bound.** The non-asymptotic $\ell_2$-prediction bound and the convergence rate for $1/\sqrt{T} \| m \|_2$ allows us to derive the $\ell_2$-prediction norm convergence rate. Note that $\lambda_2 \preceq \sqrt{T} \log(Lp/\alpha)$ and $R_{s_2} \preceq P \sqrt{s_2 / T}$ by assumption. By (A.6) and substituting the convergence rate of $1/\sqrt{T} \| \hat{\beta}^0 \|_2$,

$$\frac{1}{\sqrt{T}} \| \hat{X} (\hat{\beta} - \beta^0) \|_2 \preceq P \left( \frac{s_2}{T} + \frac{s_2^2}{T} \left( \frac{s_1 \log(\max(Lp, T))}{T} \right) + \sqrt{\frac{s_2 \log(\max(Lp, T))}{T}} \right)$$

$$\preceq P \left( \frac{s_2^2}{s_1 \log(\max(Lp, T))} \right)$$
However, we want to bound the deviations from \( \hat{X}\beta \) to \( X^*\beta^* \). Hence, we apply the triangle inequality

\[
\frac{1}{\sqrt{T}} \left\| \hat{X}\beta - X^*\beta^* \right\|_2 = \left( \left\| \hat{X}\beta - \hat{X}\beta^0 \right\|_2 + \left\| \hat{X}\beta^0 - X^*\beta^0 \right\|_2 + \left\| X^*\beta^0 - X^*\beta^* \right\|_2 \right)
\leq \frac{1}{\sqrt{T}} \left\| \hat{X}\beta - \hat{X}\beta^0 \right\|_2 + \frac{1}{\sqrt{T}} \left\| \hat{X}\beta^0 \right\|_2 + R_{s_2}
\lesssim \sqrt{\frac{s_2}{T} \log (\max(L\beta, T))}
\]

**Non-asymptotic \( \ell_1 \)-parameter norm bound.** Again, we distinguish between two cases. Case A: \( \| \Psi_{\hat{X}}^0 \|_1 \leq 2c_0 \| \Psi_{X}^0 \|_1 \). Then, we can use the definition of the weighted restricted eigenvalue

\[
\| \Psi_{\hat{X}}^0 \|_1 \leq (1 + 2c_0) \| \Psi_{X}^0 \|_1 \leq (1 + 2c_0) \sqrt{\frac{s_2}{\kappa_{2c_0}(X)T}} \| \hat{X}\delta \|_2
\]  
(A.9)

Case B: If \( \| \Psi_{\hat{X}}^0 \|_1 > 2c_0 \| \Psi_{X}^0 \|_1 \), then by (A.5) \( 2R_{s_2} + 2/\sqrt{T} \| \mathbf{m} \|_2 \geq \frac{1}{\sqrt{T}} \| \hat{X}\delta \|_2 \) must hold. Also, from (A.5)

\[
\| \Psi_{\hat{X}}^0 \|_1 \leq \left( \frac{2R_{s_2} + 2}{\sqrt{T}} \| \mathbf{m} \|_2 \right) \left( \frac{1}{\lambda_2} \right) \frac{1}{\sqrt{T}} \| \hat{X}\delta \|_2 \left( \frac{c}{l(c-1)} \right) + c_0 \| \Psi_{X}^0 \|_1
\]

where the second step uses \( \max_{x\geq 0} x(2a-x) \leq a^2 \). In addition, by Case B assumption,

\[
\| \Psi_{\hat{X}}^0 \|_1 < \frac{1}{2c_0} \| \Psi_{X}^0 \|_1
\]

\[
\| \Psi_{\hat{X}}^0 \|_1 < \left( 1 + \frac{1}{2c_0} \right) \| \Psi_{X}^0 \|_1
\]

Combining (A.9) and (A.10),

\[
\| \Psi_{\hat{X}}^0 \|_1 \leq (1 + 2c_0) \sqrt{\frac{s_2}{\kappa_{2c_0}}} \| \hat{X}\delta \|_2 + \left( 1 + \frac{1}{2c_0} \right) \left( \frac{2R_{s_2} + 2}{\sqrt{T}} \| \mathbf{m} \|_2 \right)^2 \frac{1}{\lambda_2} \left( \frac{c}{l(c-1)} \right)
\]

\[
\| \Psi_{\hat{X}}^0 \|_1 \leq \frac{3c_0 \sqrt{\frac{s_2}{L\beta}}}{\sqrt{\kappa_{2c_0}}} \| \hat{X}\delta \|_2 + \frac{3c_0 T}{\lambda_2} \left( 2R_{s_2} + \frac{2}{\sqrt{T}} \| \mathbf{m} \|_2 \right)^2
\]

\[
\| \Psi_{\hat{X}}^0 \|_1 \leq \frac{3c_0 \sqrt{\frac{s_2}{L\beta}}}{\sqrt{\kappa_{2c_0}}} \| \hat{X}\delta \|_2 + \frac{3c_0 T}{\lambda_2} \left( 4R_{s_2} + \frac{4}{T} \| \mathbf{m} \|_2^2 + 8R_{s_2} \frac{1}{\sqrt{T}} \| \mathbf{m} \|_2 \right)
\]

where we use that \( c/(l(c-1)) \leq c_0 \) and \( 1 + 1/(2c_0) \leq 3/2 \).

**\( \ell_1 \)-parameter norm convergence rate.** In the last step, we derive the \( \ell_1 \)-convergence rates. We assume, as stated in the Theorem, that \( s_1 \) and \( s_2 \) do not depend on \( T \). This assumption may be strong in general,
but is reasonable in the spatial autoregressive panel model where \( s_1 \) and \( s_2 \) are determined by \( n \) and not by \( T \).

\[
\| \mathbf{Y}_2 \mathbf{\delta} \|_1 \lesssim \sqrt{s_1 s_2} \sqrt{s_2} \sqrt{\log(\max(L\bar{p}, T)) T} + \frac{s_2}{\sqrt{T \log(\max(L\bar{p}, T))}} + s_2 \sqrt{s_1 s_2} \sqrt{\log(\max(L\bar{p}, T)) T}
\]

Lastly,

\[
\| \mathbf{Y}_2 \mathbf{\delta} \|_1 \lesssim \sqrt{\log(\max(L\bar{p}, T)) T}
\]

A.2. Algorithm for Estimating Penalty Loadings

The algorithm is reproduced from Algorithm A.1 in Belloni et al. [30].

**Algorithm 2.** Consider the model \( E[y_t|x_t] = x_t' \beta_0 \) for \( t = 1, \ldots, T \) where \( x_t \) is a \( p \)-dimensional vector and \( \beta_0 \) is the target value. The initial and refined penalty loadings are given by

\[
\text{initial: } \hat{\gamma}_j = \sqrt{\frac{1}{T} \sum_{t=1}^{T} x_{tj}^2 (y_t - \bar{y})^2} \quad \text{refined: } \hat{\gamma}_j = \sqrt{\frac{1}{T} \sum_{t=1}^{T} x_{tj}^2 \hat{e}_t}
\]

where \( \bar{y} = T^{-1} \sum y_t \). Specify the number of iterations \( K \). Proceed as follows: (1) Obtain the Lasso or post-Lasso estimate \( \hat{\beta} \) using the initial penalty loadings and the optimal penalty level \( \lambda \). (2) Obtain the Lasso or post-Lasso residuals \( \hat{e}_t = y_t - x_t \hat{\beta} \) and update the Lasso or post-Lasso estimate \( \hat{\beta} \) using the refined penalty loadings. (3) Repeat the second step \( K \) times.
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