Abstract: This work presents a new Indoor positioning system (IPS) based on the combination of WiFi Positioning System (WPS) and depth maps, for estimating the location of people. The combination of both technologies improves the efficiency of existing methods, based uniquely on wireless positioning techniques. While other positioning systems force users to wear special devices, the system proposed in this paper just requires the use of smart-phones, besides the installation of RGB-D sensors in the sensing area. Furthermore, the system is not intrusive, being not necessary to know people’s identity. The paper exposes the method developed for putting together and exploiting both types of sensory information with positioning purposes: the measurements of the level of the signal received from different access points (APs) of the wireless network, and the depth maps provided by the RGB-D cameras. The obtained results show a significant improvement in terms of positioning with respect to common WiFi-based systems.
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1. Introduction

*Indoor Positioning Systems* (IPS) are techniques used to obtain the position of people or objects inside a building [1]. Among these, *WiFi Positioning Systems* (WPS) [2] are those based on portable devices, such as *cell phones*, to locate people or objects by means of the measurements of the level of the signal received from different access points (APs), i.e. WiFi routers.

In the field of people and objects detection, other technologies, such as those based on artificial vision, have been increasingly used. In fact, object recognition can be considered as a part of the core research area of artificial vision, and an important number of authors have reported methods and applications for people detection and positioning. More recent and therefore less abundant are those works involving the use of modern technologies such as RGB-D sensors, which provide 3D information in form of *depth maps* of scenes. For example, *Saputra et al.* [3] presents an indoor human tracking application using 2 depth-cameras. Although some effort has been made in applications using the above-mentioned technologies, there is a lack of research on the combined use of both types of technologies for positioning purposes.

This article presents a new IPS approach based on the combination of these two different technologies: WPS and *depth maps*, in an active manner. By active combination these authors mean that the developed method puts together and exploits coordinately both types of sensory information: strength of measured wireless signals and *depth maps*.

This approach is particularly advantageous when several users are simultaneously in a room. In this case, the system is able to detect each user with the help of the coordinates of the people located in a *depth map*. WPS approximates the position of the users, but when they are really close, the proposed method is able to deliver a more precise location. This is carried out with the help of user trajectories, which are considered in two ways: WPS trajectory and trajectory of the people in the *depth map*. As demonstrated in the following sections, this combination improves the efficiency of the existing approaches used in WPS.

The article is structured as follows: Section 2 explores existing solutions concerning to positioning, based on WPS, RGB-D sensors, and using both technologies in a joint manner. Section 3 is devoted to describe in detail the basis of the proposed system and how does it works. Section 4 presents the performed experiments and analyzes the obtained results. Finally the Section 5 remarks the main advantages of the presented system and shows future developments based on this method.

2. Overview of related work

Recently, *Subbu et al.* [4] established three types of IPS: *Fingerprinting*, which uses the signals obtained from portable device such as WiFi, sound, light or magnetic fields; *Crowdsensing*, an extension of *fingerprinting* that continuously updates the positioning database; and finally *Dead Reckoning Systems*, using the accelerometer sensor of portable devices to obtain the inertial movement and the magnetometer to obtain the direction of the magnetic field.

WPS is founded on the *fingerprinting* technique [5], in which a map of the environment is created recording various values of *Received Signal Strength Indication* (RSSI) in each point. RSSI is a reference scale used to measure the power level of signals received from a device on a wireless network (usually
WiFi or mobile telephony). This map is used to obtain the position of a user in real-time, comparing the values received from the user’s portable device to those stored in the map.

Quan et al. [6] show how WPS based on fingerprint maps works better than those techniques based on triangulation, like RADAR [7]. This technique [7] records and processes signal strength information at multiple base stations and combines empirical measurements with signal propagation modeling to determine users location by means of the triangulation.

The positioning with fingerprint map is carried out in two ways: considering the nearest neighbor, where the Euclidean distances between the live RSSI reading and each reference point fingerprint is calculated for determining the position, and the probabilistic location with Markov, where statistical data of the fingerprint are used to guess the most likely position. The results shown indicate that the nearest neighbor approach works better than the Markov-based one. The triangulation method provides worse results because equations do not transform properly RSSI values into distance, due to the presence of walls and obstacles. Other works have tried to obtain that distance through the use of fuzzy logic [8] or particle filters [9].

Regarding approaches based on fingerprinting, Martin et al. [10] study the accuracy of different techniques: Closest Point, Nearest Neighbor in Signal, Average Smallest Polygon and Nearest Neighbor in Signal and Access Point averages. Depending on the room, or cell size where the user is situated, the positioning results are different. The successes are between 78% and 87% determining the room where the user is. If the user is in a room and 2x2 meters cells have been created, the successes are between 39% and 48% determining the cell where the user is. When 1x1 meter cells are used, the successes are between 18% and 32%.

Considering the distance between APs and receivers, Kornuta et al. [11] analyze the attenuation of the signal produced when the APs are far from the receiver or there are walls or obstacles along the way. Some filters are studied in [12] for attenuating the noise of RSSI. The work [13] studies the combination of WiFi and Inertial Navigation Systems (INS) in order to obtain the trajectory of the user. Three sensors are used: gyroscope, accelerometer and an atmospheric pressure sensor. Husen and Lee [14] propose how to obtain the user orientation with a fingerprint map.

In the field of people and objects detection, other technologies, such as those based on artificial vision (e.g. RGB-D sensors), have been increasingly used. Ye et al. [15] propose to use three Kinect sensors for detecting and identifying several people that are occluded by others in a scene. In [16], authors propose a smart-cane for the visually impaired that, with the help of a Kinect sensor, allows to locate objects. The method Kinect Positioning System (KPS) is analyzed in [17] aiming to obtain the user position.

These positioning techniques have also been used in Robotics. A noteworthy example can be found in [18], where several Simultaneous Localization and Mapping (SLAM) algorithms are proposed for building maps using robots with continuous positioning. Mirowski et al. [19] analyze how to generate a fingerprint map with an RGB-D sensor mounted on a robot. By means of SLAM, the environment is built recording the measurements RSSI in each point. Also in this field of research, the use of distinct technologies allows to improve the positioning systems. In [20], a robot is located using three different systems: a laser rangefinder, a depth camera, and the RSSI values. Each system is used independently according to the zone where the robot is located.
RFID techniques have been proposed for location and tracking of users inside buildings as presented in [21], where authors propose to combine identification and positioning based on RFID with the Kinect sensor for obtaining the precise position of a person inside an environment. In this case, one fix RFID reader is located in the room. Each user carries their own RFID tag while the Kinect sensor obtains the skeletons of two people. Each skeleton is composed of the coordinates of the different joints of a person: neck, shoulders, elbows, knees, etc. Other methods use RFID tags on the floor where the users can know their positions thanks to a RFID reader they carry with them [22].

However, RFID techniques present several disadvantages, such as interferences with materials and devices, and do not provide too precise location results. These inconveniences, among others, have encouraged these authors to find an alternative solution that delivers better results in terms of accuracy.

3. Analysis of the system

The aim of the proposed system is to increase the accuracy of people positioning inside a room. To do that, let us consider a scenario like depicted in Figure 1, which represents the generic framework of the system. One or several persons are assumed to be freely moving around a rectangular working area, carrying their own portable device. Each device receives its corresponding wireless signal from one or more APs strategically located in the working area. One RGB-D sensor is placed in such a way that most of the working area is covered. This device delivers a depth map and a color image of the scene, that are used to identify the 3D skeletons of users. The skeletons are obtained by means of the techniques presented in [23] [24], where authors propose new algorithms to quickly and accurately predict 3D positions of body joints from depth images. Those methods form a core component of the Kinect gaming platform. From these skeletons, neck coordinates are extracted aiming to position people in the environment. This part of the body is chosen because it is less prone to be occluded by elements in the scenario. Finally, a server computer is used for controlling the overall process.
3.1. System working description

The developed system is divided in two main stages: *Learning* and *Running*.

3.1.1. Learning stage

The main purpose of this stage is to create, for the selected working area, a new database with the processed information coming from the two technologies: WPS and RGB-D. During this stage, the fingerprint map associated to one user is created by registering simultaneously the RSSI values obtained by their portable device and the coordinates of their skeleton. The user moves alone around the room in order to match each RSSI scan with each skeleton position. This task is performed in three different steps: *WiFi Scan*, *RGB-D Scan* and *Save data*.

During the *WiFi Scan*, the portable device obtains RSSI values for each AP and sends them to the server. When RSSI values are received, the *RGB-D Scan* is started. This process returns the skeleton of the person detected in the room. The system automatically saves the RSSI data and, additionally, the user coordinates of the skeleton are obtained from the depth map. Figure 2 shows the system diagram.

*Figure 2.* System diagram during Learning/Running stage where values 1 and 0 represent successful or unsuccessful state execution, respectively. "Save data" is the third step during Learning Stage while "Positioning process" is the step during Running Stage

To simplify the positioning process without significant loss of precision, other essential tasks are carried out at the end of this stage: The floor of the working area is divided in rectangular cells and, RSSI data are grouped in each cell, using the cell position of the skeleton. The division in cells is produced when the maximum and minimum coordinates of $X$ and $Y$ (see Figure 1) have been obtained. The coordinates of the skeleton $(x, y)$ deliver the cell where the user is located $(c_x, c_y)$, according to Equation 1.

$$
\begin{align*}
  c_x &= n_x \cdot \frac{x - \text{min}_x}{\text{max}_x - \text{min}_x} \\
  c_y &= n_y \cdot \frac{y - \text{min}_y}{\text{max}_y - \text{min}_y}
\end{align*}
$$

(1)
where \( n_x \) and \( n_y \) represent the number of cells in each axis while the variables \( \max_x, \min_x, \max_y \) and \( \min_y \) represent the highest and lowest values of each axis (obtained from the depth map). Note that Z coordinates are not considered as the user position is estimated in 2D.

An RSSI vector is created for each cell, pairing each component to the centroid for all of the RSSI measurements for a certain AP (see Figure 3). This allows reducing RSSI variability.

**Figure 3.** Obtaining RSSI vector for one cell (example with 4 APs)

3.1.2. Running stage

This stage represents the normal way of working of the system. It is performed by using the three different steps shown in Figure 2 and considers that several users are moving around the room.

While the WiFi Scan is running, each user synchronously sends their RSSI values to the web server. When these data are received, the RGB-D Scan starts aiming to obtain the skeletons of people detected in the room. Finally, the Positioning process estimates the position of each user by combining both data in such a way that each skeleton is linked to each RSSI scan.

In the Positioning process, different algorithms are executed depending on the system’s running mode, going from the simplest Basic Mode, in which only WPS method is applied, to more sophisticated ones, where both type of sensors are combined so that each skeleton is linked to each RSSI scan.

The system stores the different RSSI measurements received from the WiFi Scan in a table (see Table 1), and the skeleton coordinates obtained from the RGB-D Scan in a different one (Table 2). Note that users A and B in Table 1 are not related to users M and N in Table 2. During the Positioning process, the system will be able to decide if A corresponds to M or N and, in the same manner, if B corresponds to M or N. Skeleton coordinates and RSSI data are linked by a time stamp.
Table 1. Example of RSSI Table

<table>
<thead>
<tr>
<th>Time Stamp</th>
<th>User</th>
<th>BSSID</th>
<th>SSID</th>
<th>RSSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (8:31:57)</td>
<td>A</td>
<td>84:9c:a6:fe:0e:34</td>
<td>Router 2</td>
<td>-46</td>
</tr>
<tr>
<td>1 (8:31:57)</td>
<td>B</td>
<td>dc:53:7c:25:2c:36</td>
<td>Router 1</td>
<td>-74</td>
</tr>
<tr>
<td>1 (8:31:57)</td>
<td>B</td>
<td>84:9c:a6:fe:0e:34</td>
<td>Router 2</td>
<td>-40</td>
</tr>
<tr>
<td>2 (8:31:58)</td>
<td>A</td>
<td>84:9c:a6:fe:0e:34</td>
<td>Router 2</td>
<td>-51</td>
</tr>
<tr>
<td>2 (8:31:58)</td>
<td>B</td>
<td>84:9c:a6:fe:0e:34</td>
<td>Router 2</td>
<td>-41</td>
</tr>
</tbody>
</table>

Table 2. Example of skeleton coordinates (Neck coordinates).

<table>
<thead>
<tr>
<th>Time Stamp</th>
<th>User</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (8:31:57)</td>
<td>M</td>
<td>-0.298601</td>
<td>0.035828</td>
<td>1.237208</td>
</tr>
<tr>
<td>2 (8:31:58)</td>
<td>N</td>
<td>0.229597</td>
<td>-0.025246</td>
<td>1.738968</td>
</tr>
</tbody>
</table>

The structure of the recorded RSSI data contains the Basic Service Set Identifier (BSSID), the Service Set Identifier (SSID), RSSI and the time stamp. BSSID is formed by the Media Access Control (MAC) of each AP. SSID corresponds to the name used by the APs.

BSSID is used instead of SSID. SSID is informative and can be repeated in WLAN since different APs may have the same network name. RSSI data, SSID and BSSID are collected by the portable devices using the 802.11 layer. At the same time, the portable devices must establish a connection to some accessible network. This can be a WiFi network or a wireless data network of telephony (3G, 4G, etc). The devices send data, via SOAP protocol through the application layer, to a web server. This web server must be connected to the RGB-D camera but it might not be in the same network than the devices since the web services are available on the Internet.

Different RSSI data entries, as well as different skeletons data entries, can be synchronously produced at the same time stamp, as can be observed in both Table 1 and Table 2.

As mentioned before, three different running modes are considered in this work: Basic Mode, Improved Mode without Trajectory and Improved Mode with Trajectory. Their respective features are discussed in next paragraphs.

**Basic Mode:** WPS only

In this mode, RSSI measurements are obtained from portable devices and compared to the values stored in the fingerprint database. During the Learning stage the RSSI values of the fingerprint were grouped using the centroid of the cells, which reduces RSSI variability.
An error, based on the Euclidean distance between the measured RSSI vector and the RSSI vectors of the centroid of each cell, is calculated. The estimated WPS cell is the one with lowest error. Equation 2 shows how this error is obtained from two RSSI vectors: the first one read by the portable device and the second one corresponding to the centroid of each cell. Each vector has \( n \) components corresponding to each AP. \( v_{p,new} \) represents the component of the vector for an AP \( p \) where the user is located, while \( v_{p,c_x,c_y} \) represents the component of the centroid vector for that AP \( p \) in each cell \((c_x,c_y)\).

\[
e_{c_x,c_y} = \frac{1}{n} \sqrt{\sum_{p\in\text{AP set}} (v_{p,new} - v_{p,c_x,c_y})^2}
\]  

(2)

**Improved Mode without Trajectory: combining WPS with depth maps**

In this mode, the information provided by depth maps helps determine in which cell the user is located. Furthermore, it is useful for clarifying their exact position. The combination of both methods improves indoor positioning in a simple manner.

Two different cases are studied depending on the number of users inside the room: if there is only one user in the room, the depth map allows to obtain the exact position. The portable device provides the right identification of the user.

**Figure 4.** Scheme of two people in the room

When there are two or more users, as shown in Figure 4, several skeletons are obtained. At the same time, each user sends a group of RSSI measurements to the server. The system initially does not know what skeleton is linked to any particular RSSI data. The proposed method calculates the Euclidean distance between the RSSI data, sent by the smart phones (named WPS cell), and the RSSI centroid of the cell where each skeleton is. Then, the system looks for the best combination between each skeleton
and the RSSI measures obtained from each smart phone. This occurs when the sum of the Euclidean distances reaches the minimum (see Equation 3)

$$\min \sum_{i,j} s_{ij} \cdot d_{E_{ij}} \land s_{ij} \in \{0, 1\} \land \sum_{x} s_{xj} = 1 \land \sum_{y} s_{iy} = 1$$  \hspace{1cm} (3)$$

where $s_{ij}$ represents the links between each skeleton and its WPS cell and can take the values 0 and 1. $d_{E_{ij}}$ represents the Euclidean distance between the skeleton $i$ and the position $j$, where one user has been detected according to WPS.

**Improved Mode with Trajectory:** considering the trajectory of the user with WPS and depth maps

In this mode, the combination of depth maps and WPS also allows to obtain two different trajectories. The trajectory of the user with WPS represents the cells that the user has previously visited, according to data from WPS. The trajectory of the user in the depth map is a group of skeletons obtained for each time stamp. Both trajectories (WPS and skeletons) are synchronized with their time stamps, so when skeletons are received, RSSI values are obtained for all users.

When two or more users are simultaneously in the room, and each one has a different trajectory of WPS and skeleton, the system initially does not know what skeleton is linked to each user. However, it can calculate it according to an extension of Expression 3, as explained in the following.

As mentioned in [25], Synchronized Euclidean distance measures the distance between two points at identical time stamps. If two trajectories with different points are obtained at the same time (for each pair), the total error is measured as the sum of the distances between all points (points in WPS trajectory and points in skeleton trajectory) at synchronized time stamps.

**Figure 5.** Example of trajectories of $n = 2$ users in $m = 4$ time stamps, including Euclidean distances between the combination of $P_i(t)$ and $P_j'(t)$
Figure 5 shows the WPS and skeleton trajectories of 2 users at 4 time stamps. $P_i(t)$ represents the WPS position of the user $i$ at the time stamp $t$. $P'_j(t)$ represents the skeleton position of the user $j$ at the time stamp $t$. Although Figure 5 represents the trajectory of the user 1 ($P_1(t)$, $P'_1(t)$) and the trajectory of the user 2 ($P_2(t)$, $P'_2(t)$), the trajectories of each user are not linked. The system initially does not know if $P_1(t)$ is associated to $P'_1(t)$ or $P'_2(t)$, and in the same way if $P_2(t)$ is associated to $P'_1(t)$ or $P'_2(t)$. To solve this problem, Expression 4 is used.

$$\min \sum_{i,j} s_{ij} \cdot \sum_{t=1}^{m} d_{E}(P_i(t), P'_j(t)) \land s_{ij} \in \{0, 1\} \land \sum_{x} s_{xj} = 1 \land \sum_{y} s_{iy} = 1$$ \hspace{1cm} (4)

This expression 4 takes into account the Synchronized Euclidean distance computing the sum of distances between each pair of points (WPS and skeleton trajectory) and looking for the best combination between WPS trajectories and skeleton trajectories to obtain the minimum sum of all distances of all trajectories. Figure 5 shows all of the different Synchronized Euclidean distances that are computed for 4 time stamps, where there are two users with two different skeleton trajectories and two different WPS trajectories respectively.

4. Experimentation and results

Several experiments have been developed in a 4.5 x 4.5 meters room where various APs are available (see Figure 6). An RGB-D sensor was located in one of the corners. In this case, eight APs have been located at different positions of the building. Four of them were situated at less than 6 meters from the user. Various users have participated in the process using portable devices, smartphones running Android.

**Figure 6.** Scheme of the room where the tests have been performed

One RGB-D sensor based on time-of-flight technology (ToF), Kinect v2, has been employed in these experiments. This device delivers up to 2 MPx images (1920 x 1080) at 30Hz, and 0.2 MPx depth maps.
with a resolution of 512x424 pixels. This Kinect camera is connected to a web server where data is saved and processed.

The horizontal field of view of the RGB-D sensor is 70°, so, as shown in Figure 6, it is only able to detect people in a section of the room (in yellow). This section has a size of 3.71 x 3.71 meters.

During the Learning stage, one user has generated the fingerprint map and the matching with the skeletons. The user has moved around the room to produce 1000 different measurements. They have been obtained periodically, sending the RSSI values to a web service hosted on the server. Each time this web service was called, a skeleton scan was performed and the coordinates of the neck were saved, aiming to represent the position of the user.

At the end of the Learning stage, the floor has been divided in 25 cells (5 x 5 square cells of 0.74 meters side) and the RSSI centroids for each cell have been calculated. RSSI scans have been grouped according to the distance between their original associated skeleton and the center of each cell.

4.1. Positioning experiments

The results obtained in Basic Mode shows that the WPS error of positioning a person inside a room is higher than 2 meters. This high error does not allow to distinguish between different users. For this reason, different experiments have been carried out, with one, two and three users simultaneously to prove the efficiency of the Improved Mode.

In the case of one user, the positioning is succeeded in 100% of cases because RGB-D sensor detects just one skeleton. When there are several users simultaneously, RSSI values are synchronously sent to a positioning web service at the same timestamp. The server obtains a skeleton capture of all users present in the room and finally calculates and returns their positions. One result is satisfactory when the system is able to correctly detect the cells where the users are. If each user is situated in a different cell, the system also determines their right positions according to the skeletons.

250 tests have been done, considering 2 or 3 users in the room. The results show that, when trajectory is not used, two users are properly detected in 73% of cases and three users in 46% of cases. Most of the errors are produced when the users are in the same cell. When the trajectories of the users are taken into account, the results improve considerably. As shown in Table 3, a comparative of the results has been done at four different timestamps.

Table 3. Results of different experiments

<table>
<thead>
<tr>
<th>Use of trajectory</th>
<th>Successes (2 users)</th>
<th>Successes (3 users)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>73%</td>
<td>46%</td>
</tr>
<tr>
<td>Yes</td>
<td>89%</td>
<td>71%</td>
</tr>
</tbody>
</table>

The results show that the best performance is obtained when the users are initially in different cells. When the number of users increases, the performance is lower because there are more skeleton trajectories for each WPS trajectory. But considering that the results are above 71% for three users in a small room (4.5 meters x 4.5 meters), the system delivers an accurate position of the users in most of cases.
5. Conclusions

This work presents a new method for indoor positioning based on the combination of WPS with fingerprinting and the use of depth maps. One RGB-D sensor has been used to obtain the depth maps and, subsequently, the skeletons. The combination of both technologies is a simple and economical system that increases the performance of WPS in interiors. The accuracy of WPS detecting users in cells of 2 x 2 meters in a room is lower than 50%. The proposed method allows improving the results until reaching more than 89% for two users and 70% for three.

The combination of WPS and depth maps presents some advantages such as: low cost, the use of simple devices (i.e. smartphones) and easy installation. Furthermore, the system is not intrusive since the identity of users is not required.

The method proposed is open to use crowdsensing [4], because it is possible to add knowledge without doing a new learning. If there is just one user in the environment, the system would be able to recalculate the RSSI centroids for each cell, using the new data obtained from the user (RSSI values and skeleton). This technique would adjust the parameters continuously during system operation.

Besides the number of users, the system is scalable to bigger environments. However, the Kinect sensor has a limited range of a few meters. For this reason, it would be necessary to use more than one device. Figure 7 shows a configuration for a room of 9 meters side. RGB-D sensors are placed aiming to cover the wider angle possible. In this manner, eight cameras would scan the whole room. This figure shows in red the area that would be covered by the top-left sensor. Some sensors cover an overlapped area, which would improve the system accuracy.

![Figure 7. System configuration in larger environments](image)

Other non low-cost commercial devices allow obtaining depth maps in wider ranges. For example, Peregrine 3D Flash LIDAR Vision System [26] is a lightweight camera able to capture a depth map in 5 nanosecond with the help of a Class I laser. It can operate with lenses of 60° and a range over 1 Km.
Despite the fact that this work just estimates the current position of the users, it would be possible to predict their forthcoming path by means of their last trajectories, considering the simultaneous evaluation of WPS and skeleton trajectories.
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