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Abstract:

Input selection for data-driven rainfall-runoff models is an important task as these models find the relationship between rainfall and runoff by direct mapping of inputs to output. In this study, two different input selection methods were used: cross-correlation analysis (CCA), and a combination of mutual information and cross-correlation analyses (MICCA). Selected inputs were used to develop adaptive network-based fuzzy inference system (ANFIS) in Sungai Kayu Ara basin, Selangor, Malaysia. The study catchment has 10 rainfall stations and one discharge station located at the outlet of the catchment. A total of 24 rainfall-runoff events (10-min interval) from 1996 to 2004 were selected from which 18 events were used for training and the remaining 6 were reserved for validating (testing) the models. The results of ANFIS models then were compared against the ones obtained by conceptual model HEC-HMS. The CCA and
MICCA methods selected the rainfall inputs only from 2 (stations 1 and 5) and 3 (stations 1, 3, and 5) rainfall stations, respectively. ANFIS model developed based on MICCA inputs (ANFIS-MICCA) performed slightly better than the one developed based on CCA inputs (ANFIS-CCA). ANFIS-CCA and ANFIS-MICCA were able to perform comparably to HEC-HMS model where rainfall data of all 10 stations had been used; however, in peak estimation, ANFIS-MICCA was the best model. The sensitivity analysis on HEC-HMS was conducted by recalibrating the model by using the same selected rainfall stations for ANFIS. It was concluded that HEC-HMS model performance deteriorates if the number of rainfall stations reduces. In general, ANFIS was found to be a reliable alternative for HEC-HMS in cases whereby not all rainfall stations are functioning. This study showed that the selected stations have received the highest total rain and rainfall intensity (stations 3 and 5). Moreover, the contributing rainfall stations selected by CCA and MICCA were found to be located near the outlet of contributing sub-catchments. This provides valuable information towards identifying the more contributing sub-catchments in catchments such as Sungai Kayu Ara where no flow measurement is available for sub-catchments.
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### 1. Introduction

Rainfall-runoff (R-R) modeling is an important topic in hydrology research. It aims to capture the rainfall-runoff association and understand its process. R-R modeling contributes in resolving many hydrological problems such as flood forecasting, water resources management, and urban water planning. To date, several R-R modeling techniques have been developed and
employed which are widely available in literature. A well-versed group of techniques is the system theoretic model which does not require the physical process to be considered. Instead, it focuses on the direct relationship between the rainfall and runoff data. In the 1990’s and early 2000’s, several well-known system theoretic models were adopted in R-R modeling such as regression models, Artificial Neural Networks (ANN), and Neuro-Fuzzy Systems (NFS). However, many of the models inherit a black-box nature, hence modeling approaches shifted completely from black-box models to semantic-based fuzzy systems in recent years (Ang and Quek, 2005). NFS is a fuzzy system that is derived from a hybrid of fuzzy theory and neural networks. It can capture the non-linear association between the input and output through fuzzy logic by using low level learning capabilities of neural networks (Cho et al., 2009).

Fuzzy models that assume local model presentations with local function dynamics at the consequent or rule-layer of the models are known as Takagi-Sugeno-Kang (TSK) models (Takagi and Sugeno, 1985). TSK models inherit the ability to perform estimations for non-linear systems (Quah and Quek, 2006). Adaptive Network-based Fuzzy Inference System (ANFIS) (Jang, 1993) is one example of a TSK model which conducts learning through the minimization of global error within the model. In hydrological modeling and water resources application, ANFIS has been widely used in a number of applications including R-R modeling (Mukerji et al., 2009; Nayak et al., 2004, 2005b; Remesan et al., 2009). Several studies have concluded the superiority of ANFIS to other data-driven models such as ANN, Auto-Regressive Moving Average (ARMA), and Auto Regressive with exogenous inputs (ARX) models (Mukerji et al., 2009; Nayak et al., 2004, 2005b; Remesan et al., 2009). ANFIS also has been compared with different physically-based and conceptual R-R models such as Storm Water Management Model
(SWMM) (Talei et al., 2010a) and HEC-HMS (Ji et al., 2012) in which ANFIS results are found comparable to the ones obtained by those models.

Unlike physically-based R-R models, where model inputs are defined based on physical parameters of the catchment, selecting proper type and number of inputs to be used in data-driven models is more challenging as they are not known a priori (Govindaraju, 2000). The type of the input is mainly depending on the problem and availability of data. In some studies, rainfall antecedents are considered as the only inputs of the data-driven model (Chua et al., 2008; Sajikumar and Thandaveswara, 1999; Talei et al., 2010a) while in many studies a combination of rainfall and discharge antecedents are used (Aqil et al., 2007; Dawson and Wilby, 1998; Nayak et al., 2005a; Riad et al., 2004; Talei et al., 2013). There are very few studies also in which other parameters such as temperature (Talei et al., 2013; Tokar and Markus, 2000), soil moisture deficit (Cheng and Noguchi, 1996), and infiltration rate (Tayfur and Singh, 2006) have been used in addition to rainfall and discharge inputs. Physical understanding of the problem can lead to better choice of input variable for a proper capturing of the R-R relationship; however, the appropriate inputs to be used need to be determined explicitly in order to achieve reasonable results.

Knowing the type of inputs, the next challenge in input selection procedure for a data-driven model will be the proper number of inputs. To date, several approaches have been used for input selection in data-driven models. In order to select the proper antecedents of rainfall (as the main input in R-R models), some studies have used a sequence of rainfall time series in a time window which starts from present time to a specific time (Firat and Güngör, 2008; Tokar and Markus, 2000). This time window can be determined by sensitivity analysis (Tokar and Johnson, 1999), correlation analyses (Sohail et al., 2008), or by assuming the catchment time of concentration as
the window threshold (Jain and Prasad Indurthy, 2003). Some studies have suggested a narrower time window around the most correlated rainfall antecedent with runoff for which pruning of the unnecessary inputs is required (Nayak et al., 2007; Nayak et al., 2005a). In some studies where runoff antecedents were supposed to be considered as input, auto-correlation and partial auto-correlation analyses have been adopted (Jain et al., 2004; Mutlu et al., 2008; Senthil Kumar et al., 2012; Sudheer et al., 2002). Cross-correlation analysis has been used widely in input selection of many of data-driven R-R modelling studies (Lekkas et al., 2001; Lohani et al., 2014; Maier and Dandy, 1997). Bowden et al. (2005) presented two input selection methodologies namely partial mutual information (PMI) algorithm and self-organizing map (SOM) for using ANN in water resources applications. Authors concluded that both approaches could be recommended when predictive performance is the primary aim. PMI has been also successfully employed in another study by He et al. (2011). de Vos and Rientjes (2007) used correlation coefficient and nonlinear average mutual information between output and potential inputs to identify the best input combination. In some studies, a pre-processing mechanism on rainfall inputs has been conducted by a linear transformation function. The weights of such function can be found in parametric form by using two-parameter Gama distribution (Jacquin and Shamseldin, 2006; Noori et al., 2011; Shamseldin, 2010). Principal component analysis (PCA) is another input selection method which is based on shrinkage feature selection and has been used in very few R-R modeling applications including Noori et al. (2011).

Despite successful usage of all afore-mentioned methods in input selection, applicability of them for event-based R-R modeling is not evaluated sufficiently. In event-based R-R modeling by data-driven models, input selection would be a challenging task since individual events’ characteristics are important and influential. Talei et al. (2010a) studied the impact of
hydrograph shape on ANFIS development for an event-based R-R modeling. In a separate study, Talei and Chua (2012), studied the effect of lag time on event-based R-R modeling by ANFIS. Talei et al. (2010b) investigated the effect of inputs on event-based runoff forecasting using ANFIS on an experimental catchment in Singapore. Authors concluded that non-sequential rainfall antecedents can produce better results compared to sequential rainfall inputs. This finding was also validated in a separate study by Talei and Chua (2012) on small partially urbanized catchment, in Kranji, Singapore. Authors, suggested that an input selection method based on correlation and mutual information analyses is able to identify optimum set of rainfall inputs for event-based R-R modeling by ANFIS.

From the reviews above, there are several input selection approaches for data-driven models such as ANFIS. However, there is lack of study involving catchments with multiple rainfall stations for which many potential rainfall antecedents can be chosen as inputs. This makes the task of selecting the optimum set of rainfall inputs (from different stations by different lead time) very challenging specially when dealing with event-based modeling. This is an important task as the performance of ANFIS could be affected due to unnecessary complexity when so many inputs are involved (Talei and Chua, 2012). Developing a robust model with fewer number of inputs would also be beneficial to reduce the computational time. Moreover, such studies can contribute in identifying the redundant rainfall stations in a catchment which in turn could be useful in moderating the maintenance costs of current stations, thus resulting in a more effective catchment data collection. Hence, the objective of this study is focused on selecting optimal number of rainfall inputs to develop an ANFIS model for event-based rainfall-runoff simulation. For this, the input selection method proposed by Talei and Chua (2012) is improved from single station rainfall problem to multiple rainfall stations while the potential presence of discharge
antecedents is also considered. The results of developed ANFIS model are then compared with the ones obtained by conceptual R-R model, HEC-HMS.

2. Adaptive network-based fuzzy inference system (ANFIS)

Fuzzy Inference system (FIS) is a system that uses fuzzy set theory to formulate a mapping from an input to an output. A typical FIS comprises of four stages (Jang, 1993): (1) Fuzzification of inputs, (2) Application of fuzzy operator for each rule, (3) Aggregation of all output rules, (4) Defuzzification using different approaches like Center of Area (COA), Mean of Maximums (MOMs), etc. ANFIS is a Takagi-Sugeno FIS which is suitable for modeling ill-defined and uncertain systems through function approximations. ANFIS employs both, the low level learning style of neural networks and the high reasoning style of fuzzy systems. ANFIS can be constructed as a five layer multilayer perceptron (MLP) network. Further detail of each layer and their specific operations can be found in Talei et al (2010b). ANFIS is implemented using the Fuzzy Logic Toolbox (MATLAB, 2013a).

3. Methodology

3.1. Study Catchment and Data Used

Sungai Kayu Ara river basin is located in southeast of Kuala Lumpur, Malaysia, and covers an area of 23.22 km² as shown in Fig. 1. The main river of this basin originates from the reserved highland area of Penchala and Segambut. Sungai Kayu Ara river basin lies in equatorial zone and it subjects to northeast monsoon (December to March) and southwest monsoon (June to September). The inter-monsoon seasons normally starts from April to May and from October to November (Desa and Niemczynowicz, 1996). Annual mean rainfall in this river basin is more
than 2000mm as stated by Desa et al. (2005). Average daily temperature ranges from 25°C to 33°C. The mean monthly relative humidity falls within 70% to 90% depending on the location and rainfall season. Most of the area in the study catchment has been flattened for development.

The annual average evaporation rate for the Sungai Kayu Ara river basin is estimated to be 4 to 5 mm/day. In this study, 24 major 10-minutes interval rainfall-runoff events between March-1996 to July-2004 are considered from which the first 18 (chronological order) were used for training while the remaining 6 events were used as testing data (Alaghmand et al., 2012).

3.2. Evaluation Criteria

The following error statistics and goodness of fit measures were adopted in this study:

1. Nash-Sutcliffe coefficient of efficiency or CE:

   \[
   CE = 1 - \frac{\sum_{i=1}^{n} (Q_i - \hat{Q}_i)^2}{\sum_{i=1}^{n} (Q_i - \bar{Q})^2}
   \]

   where \(Q_i\) and \(\hat{Q}_i\) are the observed and simulated flow rate of the \(i\)th observation respectively, \(\bar{Q}\) is the average value of the observed flow rate and \(n\) is the total number of observations. This ranges from \(-\infty\) to 1 and indicates how well a model explain the variance in the observed discharge. The ideal value for both metrics is one. CE was used to compare the goodness-of-fit between the measured flow and the simulated flow.

2. Coefficient of determination or \(r^2\):
\[
\begin{align*}
    r^2 &= \left[ \frac{\sum_{i=1}^{n} (Q_i - \bar{Q})(\hat{Q}_i - \tilde{Q})}{\sqrt{\sum_{i=1}^{n} (Q_i - \bar{Q})^2} \times \sqrt{\sum_{i=1}^{n} (\hat{Q}_i - \tilde{Q})^2}} \right]^2 \\
\end{align*}
\]

where \( \bar{Q} \) is the average simulated discharge. \( r^2 \) shows the degree of co-linearity between the observed and simulated time series and has a range of 0.0-1.0, with higher values indicating a higher degree of co-linearity.

3. Root mean square error or RMSE (m³s⁻¹):

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (Q_i - \hat{Q}_i)^2}{n}}
\]

RMSE accords extra importance on the outliers in the data set and is therefore biased towards errors in the simulation of high flow rates (Dawson et al., 2006).

4. Mean Absolute Error or MAE (m³s⁻¹):

\[
MAE = \frac{\sum_{i=1}^{n} |Q_i - \hat{Q}_i|}{n}
\]

MAE computes all deviations from the original data regardless of sign and is not weighted towards high flow values (Abrahart et al., 2004).

5. Relative Peak Error (RPE):

In addition to the overall goodness-of-fit, accurate prediction of peak flow is also important. Thus, RPE has been included in this study to evaluate the ability of the proposed models to accurately predict peak flows. RPE is defined as:
\[
RPE = \frac{\left( Q_p - \hat{Q}_p \right)}{Q_p}
\]  

(5)

where \( Q_p \) and \( \hat{Q}_p \) are the observed and simulated peak discharge. Values of RPE closer to zero indicate better estimation of peak flows.

3.3. Input selection Methods

Input selection analysis was required to identify the most informative rainfall antecedents from the most influential rainfall stations. One of the popular input selection methods is cross-correlation analysis (CCA) which has been widely used in R-R modeling by data-driven models (Brion et al., 2001; Coulibaly et al., 2000; Golob et al., 1998; Maier and Dandy, 1997). Mutual Information (MI) analysis is another approach to identify inputs which can be used for R-R modeling (Elshorbagy et al., 2010; He et al., 2011). Talei and Chua (2012) proposed an input selection method in which MI and CC analyses (MICCA) are employed. In this approach, the potential input data should be highly correlated with desired output while possessing low mutual information with other inputs. The correlation coefficient is expressed by:

\[
CC(x, y) = \frac{COV(x, y)}{\sigma_x \sigma_y} = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \times \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}}
\]

(6)

where \( COV \) is the covariance between variables \( x \) and \( y \); \( \sigma_x \) and \( \sigma_y \) are standard deviations of \( x \) and \( y \), respectively; \( \bar{x} \) and \( \bar{y} \) are average values of \( x \) and \( y \), respectively and \( n \) is the number of data points calculated between the input lead times and the runoff \( Q(t) \). In addition, mutual information is expressed by da Costa Couto (2009):
where $C_{xx}$ and $C_{yy}$ are the variance of variables $x$ and $y$ respectively. In the present study, a ranking coefficient has been defined to select the optimal combination between inputs based on calculated MI and CC values:

$$ R_k = \sum_{i=1}^{n} \hat{C}_i + \sum_{i=1}^{n} \sum_{j=i+1}^{n} \hat{I}_{ij} $$

where $\hat{C}_i$ is the normalized correlation coefficient between $Q(t)$ and a rainfall lead time in $k$th input combination; $n$ is the number of inputs in this specific input combination; and $\hat{I}_{ij}$ is the normalized value for $1 - \text{MI}$ calculated for $i$th and $j$th rainfall lead times in $k$th input combination. Since MI is mutual information, $1 - \text{MI}$ represents independence. For an input combination with $n$ inputs the second term of Eq. (8) includes $C_n^2 = n!/2!(n-2)!$ number of mutual information terms. For example, in an input combination with 4 inputs, 6 terms of mutual information are expected. The ideal normalized value of $\hat{C}_i$ (for the maximum correlation) and $1 - \text{MI}$ (for the lowest mutual information) would be 1. Therefore, $R$ can be 3, 6, 10, … for input combinations with 2, 3, 4, … rainfall inputs, respectively. In this study, the top five input combinations with 2, 3, 4, … inputs selected by CCA and MICCA approaches were used to develop ANFIS models. Finally, the results obtained by each set of models were compared to identify the best set of inputs for CCA and MICCA.

### 3.4. Data preprocessing and model development

Data standardization were implemented before model training and testing. Standardization concentrates the dispersed data to a defined interval. All input and output data
were standardized over an interval between 0.1 and 0.9 using a standardization method proposed by Rajurkar et al. (2002). The method is expressed by:

\[ x_n = 0.1 + 0.8 \left( \frac{x_i}{x_{\text{max}}} \right) \]  

where \( x_n \) is the normalized measurement; \( x_i \) is the observed measurement; and \( x_{\text{max}} \) is the maximum observed measurement.

ANFIS model performance was analyzed through different model parameters such as number of membership functions, membership function type and epoch number. The optimum number of membership functions was determined to be 2 where increasing the number yields diminishing results. This was also consistent with the study by Nayak et al. (2004). The type of membership function was narrowed down to either a triangular or Gaussian membership function through a trial-and-error procedure. Since ANFIS performance was almost similar for both triangular and Gaussian membership functions, the triangular membership function was adopted to maintain simplicity. Moreover, a sensitivity analysis was also conducted for number of epochs to avoid over-fitting. Epoch number of 60 was resulted and adopted for ANFIS model.

4. Results and Discussion

Input selection based on CCA was carried out on the training dataset to identify the most correlated rainfall antecedent with runoff for each of stations. The correlation coefficient (CC) values between discharge at present time \( Q(t) \) and rainfall antecedents are presented in Fig. 2 for all 10 rainfall stations of this study. The most correlated rainfall antecedent for each station and its corresponding CC value is presented in Table 1. As can be seen, the top five CC values are produced by stations 1, 5, 8, 3, and 2, respectively. The gradual increase in number of rainfall
inputs in ANFIS from 2 to 5 showed that using more inputs not only does not improve the model performance but also deteriorates it. This was attributed to the unnecessary complexity added into the ANFIS architecture due to the redundant inputs. Moreover, using rainfall inputs alone was found insufficient to produce precise estimation of $Q(t)$. Therefore, an auto-correlation analysis was conducted (See Fig. 3) to assess the potential usage of discharge antecedents as inputs. As can be seen in Fig. 3, the first and second antecedents of discharge have quite high correlation coefficient of 0.93 and 0.77, respectively; however, CC is reduced drastically for the remaining lead time as it goes beyond $(t-2)$. Therefore, the first and second discharge antecedent $Q(t-1)$ and $Q(t-2)$ were assessed to be added to the input combinations. Initial results showed that using $Q(t-1)$ alone is sufficient as using $Q(t-2)$ didn’t improve the results. The best ANFIS model developed based on CCA was resulted when ANFIS used $R1(t-4)$, $R5(t-5)$, and $Q(t-1)$ as inputs. This model is denoted as ANFIS-CCA in this study.

Similar approach of gradual increase of rainfall inputs from 2 to 5 was also carried out to identify the proper input set by MICCA. The top 5 combinations for each case (i.e. having 2, 3, 4, and 5 rainfall inputs) were selected for which $Q(t-1)$ was also considered as the additional required input. Similar to CCA results, a sensitivity analysis showed that adding $Q(t-2)$ does not improve ANFIS results. Table 2 summarizes the top 5 selected rainfall input sets by MICCA, their ranking, and their corresponding ANFIS performance in terms of average CE, $r^2$, RMSE, MAE and RPE values on testing events. As can be seen in Table 2, the best ANFIS performance was obtained when $R1(t-8)$, $R3(t-3)$, $R5(t-6)$, $Q(t-1)$ were used as inputs. This model is denoted as ANFIS-MICCA in this study.

The results of the two ANFIS models namely ANFIS-CCA and ANFIS-MICCA were compared against the ones obtained by HEC-HMS (Alaghmand et al., 2010) and are presented in
Table 3. In this table, the CE, $r^2$, RMSE, MAE and RPE values are average values over the 6 testing events. As can be seen, ANFIS-MICCA was able to consistently outperform the other two models. The improvement in terms of CE, $r^2$, RMSE, MAE were modest; however, RPE value obtained by ANFIS-MICCA was about 32% and 22% lower than the ones obtained by HEC-HMS and ANFIS-CCA models, respectively. For better comparison, the boxplots of RPE values obtained by ANFIS-CCA, ANFIS-MICCA, and HEC-HMS models for the six testing events are presented for in Fig. 4. The box plots indicate the 25th percentile ($Q_1$), median, and 75th percentile ($Q_3$) statistics. The lower and upper whiskers indicate the values $Q_1 - 1.5(\text{IQR})$ and $Q_3 + 1.5(\text{IQR})$, respectively, while IQR is the interquartile range. Values out of the range of lower and upper whiskers are considered as outliers. As can be seen in Fig. 4, ANFIS-MICCA results are comparable with the ones obtained by other two models; however, ANFIS-MICCA shows better consistency in peak estimation as the values for the six testing events are less scattered when compared to the other two models. Therefore, among the two ANFIS models, ANFIS-MICCA was considered for further comparison with HEC-HMS.

The observed versus simulated hydrographs by ANFIS-MICCA and HEC-HMS models for the 6 testing events are shown in Fig. 5a-f. As can be seen, both models were able to simulate discharge comparably; however, HEC-HMS showed significant underestimation of peaks in events with low flows (Fig. 5c and 5e). Among the six testing events of this study, Events 1 and 6 were high flow events. For Event 1, both models underestimated the peak; however, HEC-HMS showed slightly better performance. For Event 6, both models overestimated the peak where HEC-HMS was again slightly better than ANFIS-MICCA. In general, results obtained by ANFIS-MICCA for different ranges of testing events of this study were found to be comparable to the ones obtained by HEC-HMS.
Although the proposed ANFIS model in this study showed marginally similar performance in simulating discharge compared to HEC-HMS, there was a major difference in their data usage. In HEC-HMS model, the rainfall data of all 10 stations were used while in the two ANFIS models ANFIS-CCA and ANFIS-MICCA only 2 and 3 rainfall stations were used, respectively. In order to have a better understanding of HEC-HMS sensitivity to rainfall data, two new HEC-HMS models were calibrate using the same selected two (stations 1 and 5) and three (stations 1, 3, and 5) rainfall stations by CCA and MICCA approaches. These two models are denoted as HEC-HMS-2 and HEC-HMS-3, respectively. This analysis was considered to assess the performance of HEC-HMS model for the case that catchment has less number of active rainfall stations. The average values of CE, $r^2$, RMSE, MAE, and RPE for the six validation events are presented and compared with other models in Table 3. As can be seen, the performances of HEC-HMS-2 and HEC-HMS-3 are deteriorated in terms of all statistics compared to HEC-HMS model where the data of all ten rainfall stations were used. It is worth mentioning that HEC-HMS-3 performed slightly better than HEC-HMS-2 and it was concluded that HEC-HMS model performance could consistently improve by increasing the number of rainfall stations used in calibration and validation. In general, it was inferred that HEC-HMS is more sensitive to the number of rainfall stations used in its calibration compared to ANFIS models. Therefore, the proposed ANFIS model can be advantageous where for any reason (malfun-ctioning, periodic maintenance, etc.) one or some of the stations temporarily or permanently are declared as out of service. In such occasions, ANFIS can be a reliable discharge estimator which can operate with very few number of rainfall stations.

In order to investigate the selected rainfall stations (R1, R3, and R5), rainfall distribution on the 10 rainfall stations of this study was assessed. The statistics of recorded rainfall data for
24 events of this study (training and testing) are provided in Table 4. As can be seen, stations 3 and 5 have got the highest total and average rainfall over the 24 recorded events. Moreover, station 5 shows the highest diversity in rainfall events followed by station 1 where standard deviation (STDEV) was high compared to other stations. For further comparison, the boxplots of rainfall intensities of the 24 rainfall events recorded in the 10 stations are presented in Fig. 6. Station 3 has got the highest median rainfall intensity of 12.5 mm/h (average value of 14.6 mm/h) followed by stations 9 and 8. However, looking at the average intensity values, station 5 stands in the second position by 13.8 mm/h. It is worth mentioning that the outliers in each station in Fig. 6 are related to one single event in which all stations have recorded very high intensities. Moreover, by referring to Fig. 1 and checking the location of the selected stations by CCA (stations 1 and 5) and MICCA (stations 1, 3, and 5), it can be seen that they are located near the main branches of the river. It can be concluded that these branches are the most contributing ones to the main stream and catchment outlet. On the other hand, the distribution of the selected stations (stations 1, 3, and 5) over the catchment is in a way that they can represent the dominating down, middle, and upstream catchment rainfall. This could be valuable information in this study catchment as there is no other flow measurement along the stream to evaluate the contribution of individual river branches to the catchment outlet. Therefore, selecting the most informative rainfall stations can partially compensate the lack of such data in developing a reliable discharge estimator model.

5. Conclusion

The following can be concluded from this study:

i. Two input selection methods were used to identify the proper rainfall inputs for ANFIS model for event-based rainfall-runoff modeling in a tropical catchment with 10 rainfall
stations: (1) Cross-correlation analysis (CCA); and (2) mutual-information and cross-correlation analyses (MICCA). ANFIS model developed by the inputs selected by MICCA was slightly superior to the one developed by CCA.

ii. The two ANFIS models ANFIS-CCA and ANFIS-MICCA were able to perform comparably to HEC-HMS by using rainfall data of only 2 and 3 stations, respectively while HEC-HMS used data from all 10 rainfall stations. It was also found that HEC-HMS models developed using the same 2 and 3 selected rainfall stations used in ANFIS models performed drastically worse compared to the original HEC-HMS model.

iii. The selected rainfall stations by CCA and MICCA have had the highest total rain and intensity (stations 3 and 5) and event diversity (stations 1 and 5). Moreover, these stations are located near some of the branches of the river catchment. It was concluded that those branches could be the most contributing ones to the discharge at catchment outlet. This information could be valuable in a catchment such as Sungai Kayu Ara where no other flow stations are available to evaluate the contribution of the river branches.

iv. The proposed ANFIS model was found to be advantageous as an alternative approach for HEC-HMS when one or more rainfall stations are not operating efficiently or are out of service.
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Figure 1: Schematic map of Sungai Kayu Ara catchment, Selangor, Malaysia.
Figure 2: Cross-correlation results between discharge and rainfall antecedents for the 10 rainfall stations of Sungai Kayu Ara catchment.

Figure 3: Auto-correlation analysis for discharge time series of Sungai Kayu Ara catchment
Figure 4: Box-plots of RPE values for the six testing events obtained by ANFIS-CCA, ANFIS-MICCA, and HEC-HMS models.
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Figure 5: Observed versus simulated hydrographs by ANFIS-MICCA and HEC-HMS model for the six testing events: (a) Event 1, (b) Event 2, (c) Event 3, (d) Event 4, (e) Event 5, (f) Event 6.
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Figure 6: Distribution of rainfall intensities of 24 rainfall events in each rainfall station of the study catchment.
Table 1: The most correlated rainfall antecedent with discharge Q(t) for the 10 rainfall stations.

<table>
<thead>
<tr>
<th>Station</th>
<th>The most correlated rainfall antecedent with Q(t)</th>
<th>Lead Time (min)</th>
<th>Correlation Coefficient (CC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>R1(t-4)</td>
<td>40</td>
<td>0.732</td>
</tr>
<tr>
<td>R2</td>
<td>R2(t-4)</td>
<td>40</td>
<td>0.637</td>
</tr>
<tr>
<td>R3</td>
<td>R3(t-5)</td>
<td>50</td>
<td>0.697</td>
</tr>
<tr>
<td>R4</td>
<td>R4(t-5)</td>
<td>50</td>
<td>0.598</td>
</tr>
<tr>
<td>R5</td>
<td>R5(t-5)</td>
<td>50</td>
<td>0.703</td>
</tr>
<tr>
<td>R6</td>
<td>R6(t-5)</td>
<td>50</td>
<td>0.464</td>
</tr>
<tr>
<td>R7</td>
<td>R7(t-5)</td>
<td>50</td>
<td>0.613</td>
</tr>
<tr>
<td>R8</td>
<td>R8(t-5)</td>
<td>50</td>
<td>0.699</td>
</tr>
<tr>
<td>R9</td>
<td>R9(t-5)</td>
<td>50</td>
<td>0.627</td>
</tr>
<tr>
<td>R10</td>
<td>R10(t-5)</td>
<td>50</td>
<td>0.495</td>
</tr>
</tbody>
</table>

Table 2: Input combinations of 3, 4, 5, and 6 inputs chosen by MICCA method and their corresponding average ANFIS performance on testing events.

<table>
<thead>
<tr>
<th>No. of Inputs</th>
<th>Input Combination</th>
<th>Rank</th>
<th>CE</th>
<th>$r^2$</th>
<th>RMSE (m³/s)</th>
<th>MAE (m³/s)</th>
<th>RPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>R2(t-3), R2(t-5), Q(t-1)</td>
<td>1</td>
<td>0.765</td>
<td>0.857</td>
<td>5.698</td>
<td>3.055</td>
<td>0.138</td>
</tr>
<tr>
<td></td>
<td>R2(t-3), R3(t-5), Q(t-1)</td>
<td>2</td>
<td>0.770</td>
<td>0.871</td>
<td>5.541</td>
<td>2.998</td>
<td>0.149</td>
</tr>
<tr>
<td></td>
<td>R2(t-3), R9(t-5), Q(t-1)</td>
<td>3</td>
<td>0.742</td>
<td>0.854</td>
<td>5.740</td>
<td>3.094</td>
<td>0.139</td>
</tr>
<tr>
<td></td>
<td>R2(t-5), R5(t-5), Q(t-1)</td>
<td>4</td>
<td>0.770</td>
<td>0.797</td>
<td>6.640</td>
<td>3.340</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>R2(t-5), R5(t-4), Q(t-1)</td>
<td>5</td>
<td>0.784</td>
<td>0.833</td>
<td>6.150</td>
<td>3.111</td>
<td>0.105</td>
</tr>
<tr>
<td>4</td>
<td>R1(t-4), R2(t-3), R2(t-6), Q(t-1)</td>
<td>1</td>
<td>0.697</td>
<td>0.827</td>
<td>7.290</td>
<td>3.386</td>
<td>0.258</td>
</tr>
<tr>
<td></td>
<td>$R1(t-8), R3(t-3), R5(t-6), Q(t-1)$</td>
<td>2</td>
<td>0.867</td>
<td>0.880</td>
<td>4.957</td>
<td>2.486</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>R2(t-4), R3(t-6), R5(t-4), Q(t-1)</td>
<td>3</td>
<td>0.823</td>
<td>0.849</td>
<td>5.588</td>
<td>2.670</td>
<td>0.116</td>
</tr>
<tr>
<td></td>
<td>R2(t-3), R2(t-6), R3(t-5), Q(t-1)</td>
<td>4</td>
<td>0.703</td>
<td>0.818</td>
<td>7.525</td>
<td>3.458</td>
<td>0.194</td>
</tr>
<tr>
<td></td>
<td>R2(t-3), R3(t-5), R5(t-7), Q(t-1)</td>
<td>5</td>
<td>0.783</td>
<td>0.847</td>
<td>6.505</td>
<td>2.973</td>
<td>0.146</td>
</tr>
<tr>
<td>5</td>
<td>R4(t-4), R9(t-3), R9(t-6), R10(t-6), Q(t-1)</td>
<td>1</td>
<td>0.817</td>
<td>0.870</td>
<td>5.580</td>
<td>2.596</td>
<td>0.185</td>
</tr>
<tr>
<td></td>
<td>R2(t-6), R4(t-4), R9(t-3), R10(t-6), Q(t-1)</td>
<td>2</td>
<td>0.718</td>
<td>0.842</td>
<td>7.073</td>
<td>3.233</td>
<td>0.304</td>
</tr>
<tr>
<td></td>
<td>R3(t-6), R4(t-4), R9(t-3), R10(t-6), Q(t-1)</td>
<td>3</td>
<td>0.774</td>
<td>0.846</td>
<td>6.276</td>
<td>2.826</td>
<td>0.249</td>
</tr>
<tr>
<td></td>
<td>R2(t-4), R4(t-3), R9(t-6), R10(t-5), Q(t-1)</td>
<td>4</td>
<td>0.793</td>
<td>0.829</td>
<td>5.921</td>
<td>2.972</td>
<td>0.166</td>
</tr>
</tbody>
</table>
Table 3: The average CE, $r^2$, RMSE, MAE, and RPE over the 6 testing events obtained by different models.

<table>
<thead>
<tr>
<th>Model</th>
<th>CE</th>
<th>$r^2$</th>
<th>RMSE (m$^3$/s)</th>
<th>MAE (m$^3$/s)</th>
<th>RPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANFIS-CCA</td>
<td>0.827</td>
<td>0.839</td>
<td>5.321</td>
<td>2.700</td>
<td>0.139</td>
</tr>
<tr>
<td>ANFIS-MICCA</td>
<td>0.867</td>
<td>0.880</td>
<td>4.957</td>
<td>2.486</td>
<td>0.109</td>
</tr>
<tr>
<td>HEC-HMS</td>
<td>0.761</td>
<td>0.871</td>
<td>5.593</td>
<td>3.277</td>
<td>0.160</td>
</tr>
<tr>
<td>HEC-HMS-2</td>
<td>0.234</td>
<td>0.653</td>
<td>10.543</td>
<td>6.519</td>
<td>0.394</td>
</tr>
<tr>
<td>HEC-HMS-3</td>
<td>0.380</td>
<td>0.707</td>
<td>9.038</td>
<td>5.608</td>
<td>0.286</td>
</tr>
</tbody>
</table>

Table 4: Statistical data of 10 rainfall stations for 24 rainfall events of this study.

<table>
<thead>
<tr>
<th>Rainfall Stations</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>R8</th>
<th>R9</th>
<th>R10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Rain (mm)</td>
<td>640</td>
<td>681</td>
<td>807</td>
<td>590</td>
<td>722</td>
<td>563</td>
<td>514</td>
<td>685</td>
<td>666</td>
<td>439</td>
</tr>
<tr>
<td>Min (mm)</td>
<td>0.5</td>
<td>4.2</td>
<td>14.5</td>
<td>0.5</td>
<td>0.2</td>
<td>0.2</td>
<td>1.6</td>
<td>11.8</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Max (mm)</td>
<td>88</td>
<td>66.8</td>
<td>76</td>
<td>88</td>
<td>98</td>
<td>61</td>
<td>65</td>
<td>88</td>
<td>89.2</td>
<td>72.5</td>
</tr>
<tr>
<td>Average (mm)</td>
<td>26.7</td>
<td>28.4</td>
<td>33.6</td>
<td>24.6</td>
<td>30.1</td>
<td>23.4</td>
<td>21.4</td>
<td>28.5</td>
<td>27.8</td>
<td>18.3</td>
</tr>
<tr>
<td>Median (mm)</td>
<td>25.1</td>
<td>28</td>
<td>28.5</td>
<td>19.9</td>
<td>25.1</td>
<td>25.4</td>
<td>23.6</td>
<td>24.2</td>
<td>21.5</td>
<td>10.3</td>
</tr>
<tr>
<td>STDEV (mm)</td>
<td>21.2</td>
<td>16.6</td>
<td>16.3</td>
<td>21.0</td>
<td>22.1</td>
<td>17.3</td>
<td>18.2</td>
<td>20.1</td>
<td>17.2</td>
<td>20.2</td>
</tr>
</tbody>
</table>
- This study is on input-selection for a catchment with multiple rainfall stations.
- Study catchment has 10 rainfall and one discharge stations.
- Combined Cross-correlation and mutual information analysis is proposed.
- Selected inputs were used to develop an event-based rainfall-runoff ANFIS model.
- Proposed method chose rainfall inputs only from 2-3 stations to be used in ANFIS.
- Selected stations had high total rain and were located near sub-catchments outlet.
- ANFIS was able to perform comparable to HEC-HMS by using 2 and 3 stations.
- HEC-HMS performance deteriorated when less number of rainfall stations were used.