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TARSKI MONOIDS:
MATUI'S SPATIAL REALIZATION THEOREM

MARK V. LAWSON

Abstract. We introduce a class of inverse monoids, called Tarski monoids, that can be regarded as non-commutative generalizations of the unique countable, atomless Boolean algebra. These inverse monoids are related to a class of étale topological groupoids under a non-commutative generalization of classical Stone duality and, significantly, they arise naturally in the theory of dynamical systems as developed by Matui. We are thereby able to reinterpret a theorem of Matui (à la Rubin) on a class of étale groupoids as an equivalent theorem about a class of Tarski monoids: two simple Tarski monoids are isomorphic if and only if their groups of units are isomorphic. The inverse monoids in question may also be viewed as countably infinite generalizations of finite symmetric inverse monoids. Their groups of units therefore generalize the finite symmetric groups and include amongst their number the Thompson groups $V_n$.

1. Introduction

It is a theorem of Tarski [2, Chapter 16] that any two countably infinite atomless Boolean algebras are isomorphic. For the purposes of this paper, it is convenient to refer to such a Boolean algebra as the Tarski algebra. Under classical Stone duality, the Tarski algebra corresponds to the Cantor space this time a topological structure with its own uniqueness property. The Tarski algebra has non-commutative generalizations to what we call Tarski monoids, a class of inverse monoids, and under a non-commutative generalization of Stone duality these Tarski monoids are paired with a class of étale topological groupoids whose spaces of identities are Cantor spaces; specifically, the groupoids studied by Matui [19]. We shall call these Cantor groupoids. In his paper, Matui associated a group with each Cantor groupoid called its topological full group and proved that when the groupoid is minimal and effective then this group is in fact a complete invariant. However, the topological full group of a Cantor monoid is nothing other than the group of units of its associated Tarski monoid whereas minimal and effective translate exactly into the Tarski monoid being simple (in an appropriate algebraic sense). It follows that for simple Tarski monoids their groups of units are a complete invariant. The goal of this paper is to prove this result algebraically. Section 2 recalls the definitions and Section 3 gives the proof.
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2. Tarski monoids

The goal of this section is essentially descriptive and will draw upon previously published results due to the author and his collaborators. The theorem proved in this paper is set out at the end of this section and its proof is given in Section 3.

We begin with the étale groupoids studied by Matui [19]. The best introduction to étale (topological) groupoids is [22] and we refer the reader there for more information. Matui is interested in his paper in Hausdorff, second countable, locally compact étale topological groupoids but his main results also assume that the identity space of the groupoid is the Cantor space. For the purposes of this paper, it is convenient to call such a groupoid a Cantor groupoid. The significance of étale topological groupoids is that they can be viewed as ‘non-commutative’ topological spaces. This idea was spelt out by Kumjian [7] and lies behind Renault’s influential approach to constructing $C^*$-algebras from such groupoids [21]. Thus Cantor groupoids should be viewed as non-commutative generalizations of the Cantor space.

We now turn to the corresponding non-commutative analogues of the Tarski algebra. These will turn out to be special kinds of inverse semigroups. For background in inverse semigroup theory, we refer the reader to [9]. If $S$ is a monoid, its group of units is denoted by $U(S)$; the groups of units of Tarski monoids play an important rôle in Matui’s work, as we shall see. If $e$ is an idempotent then $eSe$ is called a local monoid. A semigroup $S$ is inverse if for each $s \in S$ there exists a unique element $s^{-1}$ such that the following two equations hold: $s = ss^{-1}s$ and $s^{-1} = s^{-1}ss^{-1}$. We define $d(s) = s^{-1}s$ and $r(s) = ss^{-1}$. This leads to the following diagrammatic way of representing the elements of an inverse semigroup:

$$d(s) \rightarrow s \rightarrow r(s).$$

If we restrict the product in the semigroup to those pairs $(s, t)$ where $d(s) = r(t)$ we get the restricted product. There are a number of important first consequences of the definition of an inverse semigroup, the most important of which [9, Theorem 1.1.3] is that the set of idempotents of $S$, denoted by $E(S)$, forms a commutative subsemigroup. The order used in an inverse semigroup will always be the natural partial order defined by $a \leq b$ if and only if $a = ba^{-1}a$ if and only if $a = aa^{-1}b$. If $X \subseteq S$ then $X^\uparrow = \{ s \in S : x \leq s \text{ some } x \in X \}$ and $X^\downarrow = \{ s \in S : s \leq x \text{ some } x \in X \}$. If $X = X^\downarrow$ we say that $X$ is an order ideal. The compatibility relation in an inverse monoid is denoted by $\sim$ and defined by $s \sim t$ if and only if $s^{-1}t, st^{-1} \in E(S)$. The orthogonality relation is defined by $s \perp t$ if and only if $s^{-1}t = 0 = st^{-1}$. A finite subset is said to be compatible (resp. orthogonal) if each pair of distinct elements from the set is compatible (resp. orthogonal).

An inverse monoid is said to be Boolean if its semilattice of idempotents is a Boolean algebra with respect to the natural partial order, if all binary compatible joins of elements exist and if multiplication distributes over such binary compatible joins. Boolean inverse monoids are an important class of inverse monoids [6, 11, 12, 13, 14, 15, 25]. An inverse monoid is a $\wedge$-monoid if each pair of elements has a meet.

---

1For the benefit of any ring-theorists reading, it does not follow that the idempotents are therefore central.
Definition. A Tarski monoid is a countably infinite, Boolean inverse $\wedge$-monoid.

It is a theorem [13, Corollary 4.5] that the Boolean algebra of idempotents of a Tarski monoid is the Tarski algebra. A monoid homomorphism between Boolean inverse monoids $S$ and $T$ is said to be additive if it preserves compatible joins and induces a map of Boolean algebras between $E(S)$ and $E(T)$. The following basic result from Boolean algebra will be used a number of times.

Lemma 2.1. In a Boolean algebra, we have that $e \leq f$ if and only if $e \bar{f} = 0$.

Let $S$ be a Boolean inverse monoid. If $X \subseteq S$ denote by $X^\lor$ the set of all joins of finite compatible subsets of $S$. A subset $X$ is said to be $\lor$-closed if $X = X^\lor$. A Boolean inverse monoid is said to be 0-simplifying if there are no non-trivial $\lor$-closed ideals. Let $e$ and $f$ be non-zero idempotents in a Boolean inverse monoid. Define $e \preceq f$ if there is a set $X = \{x_1, \ldots, x_m\}$ such that $e = \bigvee_{i=1}^m d(x_i)$ and $r(x_i) \leq f$ for $1 \leq i \leq m$. The set $X$ is called a pencil from $e$ to $f$. Define $e \equiv f$ if $e \preceq f$ and $f \preceq e$. The following was proved as [17, Lemma 7.8].

Lemma 2.2. Let $S$ be a Boolean inverse monoid. Then $\equiv$ is the universal relation on the set of non-zero idempotents if and only if $S$ is 0-simplifying.

An inverse monoid is said to be fundamental if the only elements that centralize the set of idempotents are themselves idempotents. The following is well-known.

Lemma 2.3. In a fundamental inverse semigroup all local monoids are fundamental.

Definition. A Boolean inverse monoid is simple if it is fundamental and 0-simplifying.

It is a theorem [12, Theorem 4.18] that the finite simple Boolean inverse $\wedge$-monoids are precisely the finite symmetric inverse monoids. It is for this reason that Tarski monoids are assumed to be countably infinite. It can be proved that the only additive homomorphisms between simple Boolean inverse monoids are the trivial ones. It follows that our use of the word ‘simple’ in this context is appropriate.

The Stone space of the Boolean algebra of a Boolean inverse monoid $S$ is called the structure space of $S$ and is denoted by $X(S)$. The elements of the structure space are ultrafilters. The open sets are of the form $U_e$, the set of all ultrafilters containing the idempotent $e$. We remind the reader that in a Boolean algebra ultrafilters and prime filters are the same [4].

We shall on one occasion need to work with ultrafilters on the Boolean inverse monoid $S$ itself. The set of such ultrafilters is denoted by $G(S)$. It is worth noting that ultrafilters are also prime filters in a suitable sense [14, Lemma 3.20]. These are the basis of non-commutative Stone duality and connect Tarski inverse monoids with Cantor groupoids [13]. The set of all ultrafilters containing the element $s$ is $V_s$ and, significantly, is a compact set. Observe that under the assumption of (AC), [14, Lemma 3.11] implies that in a Boolean inverse monoid $V_s \subseteq V_t$ if and only if $s \leq t$. The following result is [11, Lemma 2.4].

Lemma 2.4. Let $A$ be a proper filter in the Boolean inverse $\wedge$-monoid $S$. Then $A$ is an ultrafilter if and only if $s \wedge t \neq 0$ for all $t \in A$ implies that $s \in A$. 
If \( A \) is an ultrafilter in the Boolean inverse monoid \( S \) define \( d(A) = (A^{-1}A)^{\dagger} \) and \( r(A) = (AA^{-1})^{\dagger} \). Define \( A \cdot B = (AB)^{\dagger} \) if and only if \( d(A) = r(B) \). With respect to these operations the set \( G(S) \) is a groupoid with its identities being those ultrafilters that contain idempotents. The papers \([11,12,14]\) deal with the theory of non-commutative Stone duality in increasing generality and \([13]\) refines the theory in certain cases that are relevant to this paper.

The relationship between the structure of a Tarski monoid and the structure of its group of units is the main theme of this paper. We therefore need ways of constructing units. An element \( g \) of a group is said to be an involution if \( g \neq 1 \) and \( g^2 = 1 \). An infinitesimal in an inverse monoid is an element \( a \) such that \( a^2 = 0 \). The extent of an element \( a \), denoted by \( e(a) \), in a Boolean inverse monoid is the idempotent \( d(a) \lor r(a) \).

**Lemma 2.5.** Let \( S \) be a Boolean inverse monoid.

(1) Let \( s \in S \) such that \( s^{-1}s = ss^{-1} \). Put \( e = s^{-1}s \). Then \( g = s \lor e \) is invertible.

(2) \( a^2 = 0 \) if and only if \( a^{-1}a \perp aa^{-1} \) if and only if \( a \perp a^{-1} \).

(3) If \( a^2 = 0 \) then

\[
g = a^{-1} \lor a \lor e(a)
\]

is an involution above \( a \).

**Proof.** (1) Simply observe that \( g^{-1}g = gg^{-1} = s^{-1}s \lor s^{-1}s = 1 \).

(2) If \( a^2 = 0 \) then \( a^{-1}aaa^{-1} = 0 \) and so \( a^{-1}a \perp aa^{-1} \). If \( a^{-1}a \perp aa^{-1} \) then \( a^{-1}aaa^{-1} = 0 \) and so \( a^2 = 0 \). The equivalence of \( a^{-1}a \perp aa^{-1} \) with \( a \perp a^{-1} \) is immediate.

(3) The elements \( a \) and \( a^{-1} \) are orthogonal. Put \( s = a \lor a^{-1} \). Then \( s^{-1}s = ss^{-1} \). Now apply part (1). It is straightforward to check that it is an involution. \( \square \)

**Definition.** A special involution is one constructed as in part (3) of Lemma 2.5.

The following is tangential to the main results of this paper but of independent interest. An inverse semigroup \( S \) is said to be **Clifford** if \( d(s) = r(s) \) for each element \( s \in S \). It is a classical theorem \([9, \text{Theorem 5.2.12}]\) that an inverse semigroup is Clifford if and only if its idempotents are central.

**Proposition 2.6.** Let \( S \) be a Boolean inverse semigroup. The following are equivalent.

(1) \( S \) is Clifford.

(2) \( S \) contains no infinitesimals.

**Proof.** (1)\( \Rightarrow \)(2). Let \( a \) be an infinitesimal. Then \( a^2 = 0 \) and so \( a^{-1}aaa^{-1} = 0 \). By assumption, \( a^{-1}a = aa^{-1} \). Thus \( a^{-1}a = 0 \) from which it follows that \( a = 0 \), a contradiction.

(2)\( \Rightarrow \)(1). Suppose that there were an element \( a \in S \) such that \( a^{-1}a \neq aa^{-1} \). If \( a^{-1}aaa^{-1} = 0 \) then \( a \) would be an infinitesimal. Thus \( e = d(a) \lor r(b) \neq 0 \). Since \( e \leq d(a) \) there is an idempotent \( f \) such that \( f \leq d(a) \) and \( fe = 0 \). Observe that \( af \neq 0 \) but then \( (af)^2 = afaf = ad(a)fr(a)f = aeaf = 0 \) and \( af \) is an infinitesimal, which is a contradiction. It follows that no such element \( a \) can exist and so \( S \) is a Clifford semigroup. \( \square \)
A pair of infinitesimals \((b, a)\) is called a 2-infinitesimal if \(d(b) = r(a)\) and \(ba\) is an infinitesimal. The extent of \((b, a)\), denoted by \(e(b, a)\), is \(r(b) \lor d(b) \lor d(a)\). A unit of order 3 is called a 3-cycle.

**Lemma 2.7.** Let \((b, a)\) be a 2-infinitesimal in the Boolean inverse monoid \(S\) and put \(c = (ba)^{-1}\) as in the following diagram

\[
\begin{array}{ccc}
    & e_2 & \\
b & e_3 & \downarrow \\
    & & a \\
    c & e_1 & \\
\end{array}
\]

where the idempotents \(e_1, e_2, e_3\) are mutually orthogonal. Put \(e = e_1 \lor e_2 \lor e_3\).

1. \(\{a, b, c\}\) is an orthogonal set and \(a \lor b \lor c\) is an element of \(U(eSe)\) of order 3.
2. \(g = a \lor b \lor c \lor e\) is a 3-cycle.
3. Put \(h = a \lor a^{-1} \lor e(a)\) and \(k = c \lor c^{-1} \lor e(c)\). Then \(h\) and \(k\) are special involutions and \(g = [h, k] = (hk)^2\).

**Proof.** (1) It is easy to check that \(\{a, b, c\}\) is an orthogonal subset and that \(g = a \lor b \lor c\) is a unit in \(eSe\). Observe that \((a \lor b \lor c)^2 = a^{-1} \lor b^{-1} \lor c^{-1} = (a \lor b \lor c)^{-1}\). Thus \((a \lor b \lor c)^3 = e\).

(2) This is immediate by part (1).

(3) Routine verification.

**Definition.** A special 3-cycle is one constructed as in part (2) of Lemma 2.7.

**Remark 2.8.** By part (3) of Lemma 2.7 each special 3-cycle is a product of two special involutions.

**Example 2.9.** Let \(I_n\) be a finite symmetric inverse monoid on \(n\) letters. Examples of infinitesimal elements are those elements of the form \(x \mapsto y\) where \(x, y \in X\) and \(x \neq y\). The group elements associated with these, as constructed in the above lemma, are precisely the transpositions. The group generated by the involutions constructed from infinitesimals is precisely the symmetric group on \(n\) letters, the group of units of \(I_n\).

The above example motivates the following.

**Definition.** Let \(S\) be a Tarski monoid. Define \(\text{Sym}(S)\) to be the subgroup of \(U(S)\) generated by the special involutions and define \(\text{Alt}(S)\) to be the subgroup of \(U(S)\) generated by the special 3-cycles. Clearly, \(\text{Alt}(S), \text{Sym}(S) \subseteq U(S)\) and \(\text{Alt}(S) \leq \text{Sym}(S)\) by Remark 2.8. We call \(\text{Sym}(S)\) the symmetric group of \(S\) and \(\text{Alt}(S)\) the alternating group of \(S\).

These subgroups are the subject of [20] defined there in a different, but equivalent, way.

Matui’s spatial realization theorem [19, Theorem 3.10] is phrased entirely in the language of étale groupoids. By applying non-commutative Stone duality [13], the equivalence of (1) and (2) below is immediate and that of (1) and (3) follows from [20] (who appeals to to [24]).

**Theorem 2.10** (Matui’s spatial realization theorem). Let \(S\) and \(T\) be two simple Tarski monoids. Then the following are equivalent.
(1) The monoids $S$ and $T$ are isomorphic.
(2) The groups $U(S)$ and $U(T)$ are isomorphic.
(3) The symmetric groups $\text{Sym}(S)$ and $\text{Sym}(T)$ are isomorphic.

The inverse monoid approach described in our paper is entirely consonant with the approach adopted by Matui. He works throughout with what he terms ‘compact-open G-sets’ which are precisely the ‘compact-open local bisections’ needed in non-commutative Stone duality \[ \text{[11, 12, 12, 13, 14]} \]. Thus many of Matui’s calculations are actually being carried out in the Tarski monoid associated with his groupoid.

There is a finitary version of the above theorem that is worth stating. The finite simple Boolean inverse monoids are precisely the finite symmetric inverse monoids $\text{I}_n$ and the groups of units of such monoids are exactly the finite symmetric groups $\text{S}_n$. Clearly, $\text{S}_m \cong \text{S}_n$ if and only if $m = n$ if and only if $I_m \cong I_n$. In particular, this suggests that the groups of units of simple Tarski monoids should be regarded as infinite generalizations of finite symmetric groups. This is not a novel idea but the inverse monoid context makes the point very clearly.

Finally, there are two interesting families of Tarski monoids that are worth highlighting. The Cuntz inverse monoids $\text{C}_n$, where $n \geq 1$, are described in \[ \text{[10, 15]} \]. Their groups of units are the Thompson groups $V_n$. The AF inverse monoids are described in \[ \text{[15]} \] and include a class of (simple) Tarski inverse monoids. In particular, the groups studied in \[ \text{[5, 8]} \] arise as groups of units of simple AF inverse monoids which are Tarski monoids.

3. An algebraic proof of the spatial realization theorem

The goal of this section is to prove Theorem 2.10 directly. We shall, of course, reinterpret many ideas due to Matui but our approach opens the door to obtaining an algebraic characterization2 of the groups of units of simple Tarski monoids.

3.1. Preliminaries. Let $S$ be a Boolean inverse monoid. Then the group of units of $S$ acts on the set of idempotents of $S$ by $e \mapsto geg^{-1}$, where $e \in \mathcal{E}(S)$ and $g \in U(S)$. We call this the natural action on the Boolean algebra of idempotents.

The following is an application of part (1) of Lemma 2.5.

Proposition 3.1. Let $S$ be a Boolean inverse monoid. Then $S$ is fundamental if and only if the natural action of $U(S)$ on $\mathcal{E}(S)$ is faithful.

Proof. Suppose first that $S$ is fundamental. Let $g$ be a unit such that $ge = eg$ for all idempotents $e$. Then $ge = eg$ for all idempotents $e$. By assumption, $g$ is an idempotent and so the group identity. Thus the natural action is faithful.

Conversely, suppose that the natural action is faithful. Let $a \in S$ be such that $ae = ea$ for all idempotents $e$. In particular, $a = a(a^{-1}a) = (a^{-1}a)a$. Thus $aa^{-1} = (a^{-1}a)aa^{-1}$ giving $aa^{-1} \leq a^{-1}a$ which by symmetry yields $a^{-1}a = aa^{-1}$.

Put $g = a \vee a^{-1}a$, a unit by Lemma 2.5. Observe that $ge = eg$ for all idempotents $e$. But the natural action is faithful. Thus $g$ is the identity and so $a$ is an idempotent from which it follows that $S$ is fundamental.

There is an useful consequence of the above result.

Lemma 3.2. Let $S$ be a fundamental Boolean inverse monoid.

2In \[ \text{[13]} \], a characterization is obtained of these groups but it assumes that the group is already given as a subgroup of the group of homeomorphisms of the Cantor space.
Let \( e \) be an idempotent and \( g \) a unit such that \( geg^{-1} \neq e \). Then there is a non-zero idempotent \( f \) such that \( f \leq e \) and \( f \perp gfg^{-1} \).

For each non-trivial unit \( g \) there is a non-zero idempotent \( e \) such that \( e \perp geg^{-1} \).

**Proof.** (1) By \( \text{[4, Proposition I.2.5]} \), and using the fact that in a Boolean algebra ultrafilters are prime filters, there are two possibilities. There is an ultrafilter \( F \subseteq E(S) \) such that either \( (e \in F \text{ and } geg^{-1} \notin F) \) or \( (e \notin F \text{ and } geg^{-1} \in F) \). In the first case, this means by Lemma \( \text{[2.4]} \) that there is \( f \in F \), which can be chosen so that \( f \leq e \), such that \( f(geg^{-1}) = 0 \). It follows that \( f(gfg^{-1}) = 0 \) since \( gfg^{-1} \leq geg^{-1} \). In the second case, observe that \( F' = g^{-1}Fg \) is an ultrafilter and that \( e \in F' \) and \( g^{-1}eg \notin F' \). Thus there is an \( f \in F' \) such that \( f(g^{-1}fg) = 0 \). It follows that \( (gfg^{-1})f = 0 \).

(2) Let \( g \) be a non-trivial unit. By Proposition \( \text{[3.1]} \) there is an idempotent \( f \) such that \( f \neq gfg^{-1} \). We now apply part (1) above. \( \square \)

Let \( S \) be a Boolean inverse monoid. Then the group of units of \( S \) acts on structure space of \( S \) by \( F \mapsto gFg^{-1} \), where \( F \in X(S) \) and \( g \in U(S) \). We call this the natural action on the structure space.

**Lemma 3.3.** Let \( S \) be a Boolean inverse monoid.

(1) Let \( F \) be an ultrafilter in \( E(S) \) and let \( g \) be a unit. Then \( F \neq gFg^{-1} \) if and only if there exists \( e \in F \) such that \( e \perp geg^{-1} \).

(2) Let \( F \) be an ultrafilter in \( E(S) \) and let \( g, h \) be units such that \( F, gFg^{-1}, hFh^{-1} \) are distinct. Then there exists an \( e \in F \) such that \( \{e, geg^{-1}, heh^{-1}\} \) is an orthogonal set.

**Proof.** (1) Only one direction needs proving. Suppose that \( F \neq gFg^{-1} \). Then there exists \( gig^{-1} \in gFg^{-1} \), where \( i \in F \), such that \( gig^{-1} \notin F \). It follows by Lemma \( \text{[2.4]} \) that there exists \( j \in F \) such that \( j \perp gig^{-1} \). Put \( e = ij \in F \). Then \( e \perp geg^{-1} \).

(2) We use part (1) repeatedly. Since \( F \neq gFg^{-1} \) there exists \( i \in F \) such that \( i \perp gig^{-1} \). Since \( F \neq hFh^{-1} \) there exists \( j \in F \) such that \( j \perp hjh^{-1} \). Since \( gFg^{-1} \neq hFh^{-1} \) there exists \( k \in F \) such that \( kg^{-1} \perp hkh^{-1} \). Put \( e = ijk \in F \). Then \( \{e, geg^{-1}, heh^{-1}\} \) is an orthogonal set. \( \square \)

The following lemma is significant because it connects the natural actions with the natural partial order.

**Lemma 3.4.** Let \( S \) be a fundamental Boolean inverse monoid. Let \( g \) be a unit and \( e \) an idempotent. Then the following are equivalent.

(1) \( g \) fixes the set \( U_e \) pointwise under the natural action.

(2) \( g \) fixes the set \( e^* \) pointwise under the natural action.

(3) \( e \leq g \).

**Proof.** (1)\( \Rightarrow \) (2). Suppose that \( g \) fixes the set \( U_e \) pointwise under the natural action. Then it is immediate that \( g^{-1} \) fixes the set \( U_e \) pointwise under the natural action as well. Let \( 0 \neq f \leq e \) and suppose that \( gfg^{-1} = f \). There are two cases. Suppose first that there is an ultrafilter \( F \) that contains \( f \) and does not contain \( gfg^{-1} \). Then \( gFg^{-1} \neq F \). But \( f \in F \) implies that \( e \in F \) and we get a contradiction. Suppose now that there is an ultrafilter \( G \) that contains \( gfg^{-1} \) and does not contain \( f \). We now apply the same argument as above except with \( g^{-1} \) instead of \( g \) and get
another contradiction. It follows that $g$ fixes the set $e^+$ pointwise under the natural action.

(2)$\Rightarrow$(3). Suppose that $g$ fixes the set $e^+$ pointwise under the natural action. Then, in particular, $d(ge) = r(ge) = e$. Thus $ge$ is a unit in the local monoid $eSe$. By assumption, $ge$ commutes with every idempotent in $eSe$. But $S$ fundamental implies that $eSe$ is fundamental by Lemma 2.3. Thus $ge$ is an idempotent and so equals $e$. Thus $e = ge \leq g$, as required.

(3)$\Rightarrow$(1). Suppose that $e \leq g$. Let $F \in U_e$ and $f \in F$. Then $ef \leq gfg^{-1}$. But $ef \in F$. Thus $gfg^{-1} \in F$. It follows that $gFg^{-1} \subseteq F$. But $gFg^{-1}$ is itself an ultrafilter. Thus $gFg^{-1} = F$, as required. \hfill $\square$

So far, we have left open the question of the existence of infinitesimals. It is here that we shall need to assume 0-simplifying.

Lemma 3.5. Let $S$ be a 0-simplifying Tarski monoid. Let $F \subseteq E(S)$ be an ultrafilter and let $e \in F$. Then there exists an element $a \in S$ such that

1. $a$ is an infinitesimal.
2. $a^{-1}a \in F$.
3. $a \in eSe$.

Proof. The idempotent $e \neq 0$. We are working in a Tarski algebra, and so $e$ cannot be an atom. Thus there exists $0 \neq f < e$. The idempotents form a Boolean algebra, and so $e = f \lor \bar{f}$ and $f \land \bar{f} = 0$. Since $f \lor \bar{f} = e \in F$, and $F$ is an ultrafilter and so a prime filter, we know that $f \in F$ or $\bar{f} \in F$. Without loss of generality, we may assume that $f \in F$. Now $S$ is 0-simplifying and so $\bar{f} \equiv f$. In particular, $f \leq \bar{f}$. We may therefore find elements $x_1, \ldots, x_m$ such that $f = \bigvee_{i=1}^m d(x_i)$ and $r(x_i) \leq \bar{f}$. We use the fact that $F$ is a prime filter, to deduce that $d(x_i) \in F$ for some $i$. Put $a = x_i$. Then $a^{-1}a \leq f$ and $aa^{-1} \leq \bar{f}$. Hence $a^{-1}a \perp aa^{-1}$. It follows that $a$ is an infinitesimal. Clearly, $a^{-1}a, aa^{-1} \leq e$. In addition, $a^{-1}a \in F$. \hfill $\square$

The above result implies the existence of of 2-infinitesimals, as we now show.

Lemma 3.6. Let $S$ be a 0-simplifying Tarski monoid. Let $e$ be any non-zero idempotent. Then there exist infinitesimals $a, b \in eSe$ such that $(b, a)$ is a 2-infinitesimal.

Proof. Every non-zero idempotent is an element of some ultrafilter in $E(S)$. Thus by Lemma 3.5 we may find an infinitesimal $x \in eSe$. Similarly, we may find an infinitesimal $a \in d(x)Sd(x)$. Put $b = xr(a)$. The set of infinitesimals forms an order ideal, and so $b$ is an infinitesimal. By construction, $ba$ is a restricted product and $r(b) \perp d(a)$. \hfill $\square$

3.2. Ingredients for an isomorphism. In this section, we will lay the foundations of the proof of our main theorem in that we shall describe what ingredients are needed to construct an isomorphism.

Lemma 3.7. Let $S_1$ and $S_2$ be fundamental Boolean inverse monoids. Let $G_1 \leq U(S_1)$ and $G_2 \leq U(S_2)$ be subgroups and suppose that $\alpha: G_1 \rightarrow G_2$ is an isomorphism of groups, $\gamma: E(S_1) \rightarrow E(S_2)$ is an isomorphism of Boolean algebras and

$$\gamma(geg^{-1}) = \alpha(g)\gamma(e)\alpha(g)^{-1}$$

for all $g \in G_1$ and $e \in E(S_1)$. Then $e \leq g$ if and only if $\gamma(e) \leq \alpha(g)$ for all $g \in G_1$ and $e \in E(S_1)$. 


Proof. Only one direction needs proving. Suppose that \( e \leq g \). Thus \( g \) fixes the set \( U_e \) pointwise under conjugation by Lemma 3.4. Let \( F \in U_{s(e)} \) and let \( f \in F \). Then \( \gamma^{-1}(f) \in \gamma^{-1}(F) \) which is an ultrafilter containing \( e \). Thus \( g \gamma^{-1}(f) g^{-1} \in F \). But \( \gamma(g \gamma^{-1}(f) g^{-1}) = \alpha(g) \alpha(g)^{-1} \). It follows that \( F \) is mapped to itself under the natural action by \( \alpha(g) \) and so \( \alpha(g) \) fixes the set \( U_{\gamma(e)} \) pointwise. Hence \( \gamma(e) \leq \alpha(g) \) by Lemma 3.4.

\[ \square \]

Lemma 3.8. Let \( S_1 \) and \( S_2 \) be Boolean inverse monoids and let \( G_1 \leq U(S_1) \) and \( S_2 \leq U(S_2) \) be subgroups such that \( S_1 = (G_1^1)^\vee \) and \( S_2 = (G_2^1)^\vee \). Let \( \theta : G_1^1 \to G_2^1 \) be an isomorphism. Then \( \theta \) extends uniquely to an isomorphism \( \Theta : S_1 \to S_2 \).

Proof. Let \( \phi : S_1 \to S_2 \) be any additive homomorphism that extends \( \theta \). Let \( s \in S_1 \). Then we can write \( s = \bigvee_{i=1}^{m} g_i e_i \) where \( g_i \in G_1 \) and \( e_i \in E(S_1) \) by assumption. Since \( \phi \) is additive we have that \( \phi(s) = \bigvee_{i=1}^{m} \phi(g_i e_i) = \bigvee_{i=1}^{m} \theta(g_i e_i) \). This proves that if \( \theta \) can be extended then that extension is unique. It remains to prove that \( \theta \) can be extended.

Let \( s, t \in (G_1)^1 \). Then \( s = g e \) and \( t = h f \) where \( g, h \in G_1 \) and \( e, f \in E(S) \). Since \( \theta \) is a homomorphism \( s \sim t \) implies that \( \theta(s) \sim \theta(t) \).

Let \( s \in S_1 \) be arbitrary. Then we can write \( s = \bigvee_{i=1}^{m} g_i e_i \) where \( g_i \in G_1 \) and \( e_i \in E(S_1) \) by assumption. Observe that \( g_i e_i \sim g_j e_j \) and so \( \theta(g_i e_i) \sim \theta(g_j e_j) \). It follows that we may define

\[ \Theta(s) = \bigvee_{i=1}^{m} \theta(g_i e_i). \]

However, we need to check that this is independent of the way we described \( s \). Suppose that \( s = \bigvee_{j=1}^{n} h_j f_j \) where \( h_j \in G_1 \) and \( f_j \in E(S) \). We need to prove that

\[ \bigvee_{i=1}^{m} \theta(g_i e_i) = \bigvee_{j=1}^{n} \theta(h_j f_j). \]

We have that \( g_i e_i \leq \bigvee_{j=1}^{n} h_j f_j \). We prove that \( \theta(g_i e_i) \leq \bigvee_{j=1}^{n} \theta(h_j f_j) \). Observe first that since \( g_i e_i \sim h_j f_j \) it follows that

\[ g_i e_i \wedge h_j f_j = g_i e_i f_j = h_j e_i f_j. \]

It follows that

\[ g_i e_i = \bigvee_{j=1}^{n} g_i e_i f_j \]

by part (3) of [K3 Lemma 2.5]. Now this join takes place entirely within \( G_1^1 \) and we have proved that \( \theta \) is an isomorphism. Thus

\[ \theta(g_i e_i) = \bigvee_{j=1}^{n} \theta(g_i e_i f_j). \]

But \( g_i e_i f_j \leq g_i e_i \). It is now immediate that

\[ \theta(g_i e_i) \leq \bigvee_{j=1}^{n} \theta(h_j f_j). \]

This now implies that \( \Theta \) is well-defined. The fact that \( \Theta \) is a homomorphism follows from the fact that \( \theta \) is a homomorphism when restricted to \( G_1^1 \). We have therefore constructed a unique homomorphism \( \Theta : S_1 \to S_2 \) that extends \( \theta \). By symmetry,
we may also construct a unique homomorphism \( \Phi : S_2 \to S_1 \) that extends \( \theta^{-1} \).

Observe that \( (\Theta : G_1^1) \) and \( (\Phi : G_2) \) are inverses of each other from which it readily follows that \( \Phi = \Theta^{-1} \). We have therefore proved that \( \Theta \) is an isomorphism. \( \Box \)

**Lemma 3.9.** Let \( S_1 \) and \( S_2 \) be Boolean inverse monoids and let \( G_1 \leq U(S_1) \) and \( G_2 \leq U(S_2) \) be subgroups such that \( S_1 = (G_1^1)^\gamma \) and \( S_2 = (G_2^1)^\gamma \). Suppose that there is an isomorphism \( \alpha : G_1 \to G_2 \) of groups and an isomorphism \( \gamma : E(S_1) \to E(S_2) \) of Boolean algebras such that the following two properties hold:

1. For all \( g \in G_1 \) and \( e \in E(S_1) \) we have that
   \[ \gamma(geg^{-1}) = \alpha(g)\gamma(e)\alpha(g)^{-1}. \]

2. Let \( e \in E(S) \) and \( g \in G_1 \). Then \( e \leq g \) if and only if \( \gamma(e) \leq \alpha(g) \).

Then there is an isomorphism \( \Theta : S_1 \to S_2 \) that extends both \( \alpha \) and \( \gamma \).

**Proof.** We begin by considering the elements of \( S_1 \) in the inverse submonoid \( G_1^1 \). Let \( g, h \in G_1 \) and \( e, f \in E(S_1) \). If \( ge = hf \) then in fact \( e = f \) by calculating domains. Thus \( ge = he \). It follows that \( e = (g^{-1}h)e \) and so \( e \leq g^{-1}h \). By property (2), we have that \( \gamma(e) \leq \alpha(g^{-1}h) \). It follows that \( \alpha(g)\gamma(e) = \alpha(h)\gamma(e) \). Define \( \theta : G_1^1 \to G_2^1 \) by \( \theta(ge) = \alpha(g)\gamma(e) \). This is well-defined by the above argument. We prove that \( \theta \) as defined is a homomorphism. Let \( s = ge \) and \( t = hf \). Then \( st = ghf = (gh)h^{-1}ehf \). By definition \( \theta(s) = \alpha(g)\gamma(e) \) and \( \theta(t) = \alpha(h)\gamma(f) \) and also \( \theta(st) = \alpha(gh)\gamma(h^{-1}ehf) \). By property (1) and the fact that \( \gamma \) is a homomorphism we have that

\[
\alpha(gh)\gamma(h^{-1}ehf) = \alpha(gh)\alpha(h^{-1})\gamma(e)\gamma(h)\gamma(f) = \alpha(g)\gamma(e)\alpha(h)\gamma(f) = \theta(s)\theta(t).
\]

We next prove that \( \theta \) is injective. Suppose that \( \theta(ge) = \theta(hf) \). Then \( \alpha(g)\gamma(e) = \alpha(h)\gamma(f) \). As above, we have that \( \gamma(e) = \gamma(f) \) and so, since \( \gamma \) is an isomorphism, we must have that \( e = f \). It follows that \( \gamma(e) \leq \alpha(g^{-1}h) \). Thus by property (2), we have that \( e \leq g^{-1}h \) and so \( ge = he \). It follows that \( \theta \) is an isomorphism from \( G_1^1 \) to \( G_2^1 \). In fact, it is worth noting that the properties (1) and (2) exactly characterize isomorphisms from \( G_1^1 \) to \( G_2^1 \). We now use Lemma 3.8 to extend \( \theta \) to the required isomorphism. \( \Box \)

The main result of this section is the following. It follows immediately from Lemma 3.7 and Lemma 3.9.

**Proposition 3.10.** Let \( S_1 \) and \( S_2 \) be fundamental Boolean inverse monoids and let \( G_1 \leq U(S_1) \) and \( G_2 \leq U(S_2) \) be subgroups such that \( S_1 = (G_1^1)^\gamma \) and \( S_2 = (G_2^1)^\gamma \). Suppose that there is an isomorphism \( \alpha : G_1 \to G_2 \) of groups and an isomorphism \( \gamma : E(S_1) \to E(S_2) \) of Boolean algebras such that for all \( g \in G_1 \) and \( e \in E(S_1) \) we have that

\[ \gamma(geg^{-1}) = \alpha(g)\gamma(e)\alpha(g)^{-1}. \]

Then there is an isomorphism \( \Theta : S_1 \to S_2 \) that extends both \( \alpha \) and \( \gamma \).

In the next section, we shall investigate the requirement that \( S = (G^1)^\gamma \) where \( G \) is a subgroup of the group of units of \( S \).
3.3. **Piecewise factorizability.** An inverse monoid is said to be factorizable if every element lies beneath an element of the group of units. For example, symmetric inverse monoids are factorizable if and only if they are finite. In this paper, we shall need a weaker notion. Let \( G \) be a subgroup of the group of units of the Boolean inverse monoid \( S \). We say that \( S \) is piecewise factorizable with respect to \( G \) if each element \( s \in S \) may be written in the form \( s = \bigvee_{i=1}^{m} s_i \) where for each \( s_i \) there is a unit \( g_i \in G \) such that \( s_i \leq g_i \). This may be rewritten in the following form:

\[
s = \bigvee_{i=1}^{m} g_i e_i
\]

where \( e_i = \mathsf{d}(s_i) \). If \( G = \mathsf{U}(S) \) then we simply say piecewise factorizable. In this section, we prove the following which already hints at the close connection between the structure of the Tarski monoid as a whole and its group of units.

**Proposition 3.11.** Let \( S \) be a simple Tarski monoid. Then \( S \) is piecewise factorizable with respect to \( \mathsf{Sym}(S) \). Thus \( S = (\mathsf{Sym}(S)^\dagger)^\vee \).

The proof of this result follows by Lemma 3.12 and Lemma 3.13 below.

**Lemma 3.12.** Let \( S \) be a Boolean inverse \( \land \)-monoid and let \( G \) be a subgroup of \( \mathsf{U}(S) \). Then \( S \) is piecewise factorizable with respect to \( G \) if and only if each ultrafilter of \( S \) contains an element of \( G \).

**Proof.** Suppose first that \( S \) is piecewise factorizable. Let \( A \) be any ultrafilter and choose \( s \in A \). Then by assumption we may write \( s = \bigvee_{i=1}^{m} s_i \) where for each \( s_i \) there is a unit \( g_i \in G \) such that \( s_i \leq g_i \). But every ultrafilter is prime and so \( s_i \in A \) for some \( i \). It is now immediate that \( g_i \in A \) and so each ultrafilter contains a unit from \( G \).

To prove the converse, assume that every ultrafilter contains a unit from \( G \). Let \( s \in S \) be any non-zero element. We shall write \( V_s \) as a union of compact-open sets. Let \( A \in V_s \). Then there is some unit \( g \in A \cap G \). Thus \( g \land s \in A \). We may therefore write \( V_s = \bigcup V_{s_i} \) where the \( s_i \) are those elements belonging to the elements of \( V_s \) which are beneath units in \( G \). By compactness, we may write \( V_s = \bigcup_{i=1}^{m} V_{s_i} \). It follows that \( s = \bigvee_{i=1}^{m} s_i \) where each \( s_i \) lies beneath a unit in \( G \).

The following is the key to the proof of Proposition 3.11.

**Lemma 3.13.** Let \( S \) be a 0-simplifying Tarski monoid.

1. Every ultrafilter contains an infinitesimal or the product of two infinitesimals.
2. Every ultrafilter contains a unit from \( \mathsf{Sym}(S) \).

**Proof.** (1) We may restrict our attention to non-idempotent ultrafilters \( A \). Suppose first that \( A \) is an ultrafilter such that \( A^{-1} \cdot A \neq A \cdot A^{-1} \). Both \( A^{-1} \cdot A \) and \( A \cdot A^{-1} \) are idempotent ultrafilters and are distinct by assumption. Since the groupoid \( G(S) \) is Hausdorff there are compact-open sets \( V_s \) and \( V_t \) such that \( A^{-1} \cdot A \in V_s \) and \( A \cdot A^{-1} \in V_t \) where \( s \land t = 0 \). We may find idempotents \( e \) and \( f \) such that \( A^{-1} \cdot A \in V_e \) and \( A \cdot A^{-1} \in V_f \) and \( e \land f = 0 \). Let \( a \in A \) and put \( b = fae \). Then \( b \in A \) and \( b^2 = 0 \).

We now consider the case where \( A \) is an ultrafilter such that \( A^{-1} \cdot A = A \cdot A^{-1} = F^\dagger \) where \( F \subseteq E(S) \) is an ultrafilter. We shall prove that there is an ultrafilter \( G \subseteq \mathsf{E}(S) \) distinct from \( F \) and an ultrafilter \( B \) such that \( F^\dagger = B \cdot B^{-1} \) and
Then proved that also follows from this that \( e \leq (1) \). Suppose first that
\[ 2.5(3) \]
we have that \((a \cdot b) \cdot B^{-1}\). By the first case above, both \(A \cdot B\) and \(B^{-1}\) contain infinitesimals and so \(A\) contains a product of infinitesimals.

Let \(F \subseteq \mathcal{E}(S)\) be an ultrafilter. Let \(e \in F\). Using the fact that \(\mathcal{E}(S)\) is a Tarski algebra, we may write \(e = e_1 \lor e_2\) where \(e_1, e_2 \neq 0\) and \(e_1 \perp e_2\). Without loss of generality, we may assume that \(e_1 \in F\) and \(e_2 \notin F\). We now relabel. Let \(e \in F\) and let \(f \neq 0\) be such that \(e \perp f\). By assumption, \(e \leq f\). Thus there are elements \(x_1, \ldots, x_m\) such that \(e = \bigvee_{i=1}^m d(x_i)\) and \(r(x_i) \leq f\). Since \(F\) is an ultrafilter it is also a prime filter and so, relabelling if necessary, \(d(x_1) \in F\). Consider the ultrafilter \(C = (x_1F^\uparrow)^\uparrow\). Then \(d(C) = F^\uparrow\). Put \(G = E(r(C))\). Then \(f \in G\). It follows that \(C, C^{-1} \neq F^\uparrow\).

(2) This follows by part (1) and Lemma 2.5.

3.4. The support operator. The main tool needed to work with inverse \(\wedge\)-monoids is the following concept introduced by Leech [16]. Let \(S\) be an inverse monoid. A function \(\phi: S \to \mathcal{E}(S)\) is called a fixed-point operator if it satisfies the following two conditions:

(FPO1): \(s \geq \phi(s)\).

(FPO2): If \(s \geq e\) where \(e\) is any idempotent then \(\phi(s) \geq e\).

We have included the proofs below for completeness.

**Lemma 3.14.** Let \(S\) be an inverse monoid.

1. \(S\) has all binary meets if and only if it has a fixed-point operator.
2. In an inverse \(\wedge\)-monoid the fixed-point operator \(\phi\) exists and is unique being given by \(\phi(a) = a \wedge 1\).
3. The fixed-point operator \(\phi: S \to \mathcal{E}(S)\) is an order preserving idempotent function having \(\mathcal{E}(S)\) as its fixed-point set that satisfies both \(\phi(\phi(e)) = \phi(e)\) and \(\phi(\phi(e)) = e\phi(e)\) for all \(e \in \mathcal{E}(S)\) and all \(a \in S\).
4. If \(a\) is an infinitesimal then \(\phi(a) = 0\).
5. If \(a \sim b\) then \(\phi(a \lor b) = \phi(a) \lor \phi(b)\).
6. \(\phi(a \land b) = \phi(a) \land \phi(b)\).

**Proof.** (1) Suppose first that \(S\) has all binary meets. For each \(a \in S\) define \(\phi(a) = a \wedge 1\). Clearly, \(\phi(a)\) is an idempotent. Let \(e\) be an idempotent such that \(e \leq a\). Then \(e \leq 1\) and so \(e = \phi(a)\). Conversely, suppose that a function \(\phi\) exists. Let \(a, b \in S\) and consider the element \(\phi(ab^{-1})b\). Clearly, \(\phi(ab^{-1})b \leq b\). But by definition \(\phi(ab^{-1}) \leq ab^{-1}\) and so \(\phi(ab^{-1}) \leq ab^{-1} \leq a\). Let \(c \leq a, b\). Then \(cc^{-1} \leq ab^{-1}\) and so \(cc^{-1} \leq \phi(ab^{-1})\). Now \(c \leq b\) and so \(c = (cc^{-1})c \leq \phi(ab^{-1})\). It follows that \(a \land b = \phi(ab^{-1})\).

(2) This is immediate by (1).

(3) We prove that \(\phi(\phi(e)) = \phi(e)\) for all \(e \in \mathcal{E}(S)\). By definition \(\phi(\phi(e)) \leq ae\). It also follows from this that \(\phi(\phi(e)) = \phi(e)\). Thus \(\phi(\phi(e)) \leq a\) and so \(\phi(\phi(e)) \leq ae\). Now \(\phi(a) \leq a\) and so \(\phi(a) \leq ae\). By definition \(\phi(\phi(e)) \leq \phi(\phi(e))\). We have therefore proved that \(\phi(\phi(e)) = \phi(e)\).

(4) Let \(e\) be an idempotent and \(a\) an infinitesimal such that \(e \leq a\). Then \(e \leq a^2 = 0\) and so \(e = 0\).

(5) By part (2), we have that \(\phi(a \lor b) = (a \lor b) \wedge 1\). But by a version of the distributivity law that holds for Boolean inverse \(\wedge\)-monoids, [13 Proposition 2.5(3)], we have that \((a \lor b) \wedge 1 = (a \wedge 1) \lor (b \wedge 1) = \phi(a) \lor \phi(b),\) as required.
(6) By part (2), we have that \( \phi(a \land b) = (a \land b) \land 1 = (a \land 1) \land (b \land 1) = \phi(a) \land \phi(b) \).

**Definition.** Let \( S \) be a Boolean inverse \( \land \)-monoid. Define \( \sigma : S \to E(S) \), the support operator, by

\[
\sigma(s) = \overline{\phi(s)}s^{-1}s.
\]

The idempotent \( \sigma(s) \) is called the support of \( s \).

**Remark 3.15.** We shall mainly be interested in the value \( \sigma(s) \) where \( s \) is a unit in which case \( s^{-1}s = 1 \) and so \( \sigma(s) = \overline{\phi(s)} \).

We need the following notation to state our next result. If \( Y \) is a subset of a topological space then \( \text{cl}(Y) \) denotes the closure of that subset. The following shows that the support operator in the algebraic sense is a reflection of the support in the usual topological sense.

**Proposition 3.16.** Let \( S \) be a fundamental Boolean inverse \( \land \)-monoid. For each unit \( g \), we have that

\[
U_{\sigma(g)} = \text{cl}({F: F \in \mathcal{X}(S) \ 	ext{and} \ gFg^{-1} \neq F)}).
\]

**Proof.** Put

\[
Y = \{ F \in \mathcal{X}(S): \ 	ext{and} \ gFg^{-1} \neq F \}.
\]

If \( F \in Y \) then by Lemma 3.14 we have that \( \phi(g) \notin F \) and so, since \( F \) is a prime filter, we have that \( \sigma(g) \in F \). This shows that \( Y \subseteq U_{\sigma(g)} \) and so \( \text{cl}(Y) \subseteq U_{\sigma(g)} \). Let \( F \in U_{\sigma(g)} \). We show that every open set containing \( F \) intersects \( Y \) and it is enough to restrict attention to those open sets \( U_e \) where \( e \in F \). Suppose that \( Y \cap U_e = \emptyset \). Then for every \( G \in U_e \) we have that \( gGg^{-1} = G \). By Lemma 3.14 it follows that \( e \leq \phi(g) \). But then \( \phi(g), \sigma(g) \in F \), which is a contradiction. It follows that \( Y \cap U_e \neq \emptyset \), as required. \( \square \)

**Lemma 3.17.** Let \( S \) be a Boolean inverse \( \land \)-monoid. Then

\[
s = \phi(s) \lor \sigma(s)
\]

is an orthogonal join, and \( \phi(s\sigma(s)) = 0 \).

**Proof.** Let \( s \in S \). Observe that \( 1 = \phi(s) \lor \overline{\phi(s)} \). Multiplying on the right by \( s^{-1}s \) and observing that \( \phi(s) \leq s^{-1}s \), we get that \( s^{-1}s = \phi(s) \lor \sigma(s) \). Multiplying on the left by \( s \) and observing that \( s\phi(s) = \phi(s) \), we get that \( s = \phi(s) \lor s\sigma(s) \). The final claim is immediate by part (3) of Lemma 3.14. \( \square \)

**Lemma 3.18.** Let \( S \) be a Boolean inverse \( \land \)-monoid. Let \( g \) and \( h \) be units.

\[
\begin{align*}
(1) & \quad \sigma(g) = 0 \text{ if and only if } g = 1. \\
(2) & \quad \sigma(g^{-1}) = \sigma(g). \\
(3) & \quad \sigma(gh) \leq \sigma(g) \lor \sigma(h). \\
(4) & \quad \sigma(ghg^{-1}) = g\sigma(h)g^{-1}. \\
(5) & \quad \sigma(g^2) \leq \sigma(g). \\
(6) & \quad \text{If } \sigma(g)\sigma(h) = 0 \text{ then } [g, h] = 1.
\end{align*}
\]

**Proof.** (1) One direction is immediate since \( \phi(1) = 1 \). To prove the converse, suppose that \( \phi(g) = 1 \). Then \( 1 \leq g \) and so \( g = 1 \).

(2) For any idempotent \( e \) we have that \( e \leq g \) if and only if \( e \leq g^{-1} \). It follows that \( \phi(g) = \phi(g^{-1}) \).
(3) From \( \phi(g) \leq g \) and \( \phi(h) \leq h \) we get that \( \phi(g)\phi(h) \leq gh \). Thus \( \phi(g)\phi(h) \leq \phi(gh) \). The result now follows by taking complements.

(4) From \( \phi(h) \leq h \) we get that \( \phi(gh)g^{-1} \leq ghg^{-1} \). From \( \phi(ghg^{-1}) \leq ghg^{-1} \) we get that \( g^{-1}\phi(ghg^{-1})g \leq h \) and so \( g^{-1}\phi(ghg^{-1})g \leq \phi(h) \). Thus \( \phi(ghg^{-1}) \leq g\phi(h)g^{-1} \). It follows that \( g\phi(ghg^{-1})g^{-1} = \phi(ghg^{-1}) \). Take complements to get the desired result.

(5) This is immediate by (3).

(6) From \( 1 = \phi(g) \lor \phi(g) \) and \( g = 1g1 \), it quickly follows that \( g = \overline{\phi(g)}\overline{\phi(g)} \lor \phi(g) \).

In addition, standard Boolean algebra shows that \( \overline{\phi(g)} \leq \phi(h) \) and \( \overline{\phi(h)} \leq \phi(g) \). We calculate \( gh = \phi(g)\phi(h) \lor \phi(h)\phi(h) \lor \phi(g)\phi(g) \).

By symmetry, this is equal to \( hg \). \( \square \)

Part (6) of Lemma 3.18 is of fundamental importance to our calculations later. The following lemma provides an avenue for deciding whether a unit is trivial or not.

**Lemma 3.19.** Let \( S \) be a fundamental Boolean inverse \( \land \)-monoid.

1. The unit \( g \) is the identity if and only if \( g \) fixes the set \( \sigma(g)^\perp \) pointwise under the natural action.

2. Let \( g \) be a non-trivial unit. Then for each non-zero idempotent \( e \leq \sigma(g) \) there exists an idempotent \( f \leq e \) such that \( gfg^{-1} \neq f \).

**Proof.** (1) Only one direction needs proving. So suppose that \( g \) fixes the set \( \sigma(g)^\perp \) pointwise under the natural action. Let \( e \) be an arbitrary idempotent. Then \( e = \phi(g)e \lor \sigma(g)e \) is an orthogonal join. Put \( e' = \phi(g)e \) and \( f = \sigma(g)e \). Then \( gfg^{-1} = ge'g^{-1} \lor gfg^{-1} \). By Lemma 3.4 we have that \( ge'g^{-1} = e' \) and by assumption \( gfg^{-1} = f \). Thus \( gfg^{-1} = e \). By Proposition 3.1 it follows that \( g = 1 \).

(2) Let \( e \leq \sigma(g) \). Suppose that \( g \) fixes \( e^\perp \) pointwise under conjugation. Then, in particular, \( ge = eg \) so that \( ge \in U(eSe) \). But \( ge \) fixes all the idempotents in \( e^\perp \) pointwise under conjugation and \( eSe \) is fundamental by Proposition 3.1. Thus by Proposition 3.1 it follows that \( ge = e \). Since \( e \leq g \) we have that \( e \leq \phi(g) \). But then \( e \leq \sigma(g)\phi(g) = 0 \), which is a contradiction. \( \square \)

3.5. **The axioms.** We now state three axioms that will play a crucial rôle in proving the spatial realization theorem. They are translations (and modifications) into our language of those given in [19, Definition 3.1]. See also [1].

(F1) **Enough special involutions.** For each non-zero idempotent \( e \) there are a finite number of special involutions \( t_1, \ldots, t_m \) such that \( e = \bigvee_{i=1}^m \sigma(t_i) \).

(F2) **Shrinking.** For each involution \( t \) and non-zero idempotent \( e \leq \sigma(t) \) there exists a special involution \( g \) such that \( \sigma(g) \leq e(\sigma(t)) \) and \( \sigma(g) \leq \phi(\sigma(t)) \).

(F3) **Enough special 3-cycles.** For each non-zero idempotent \( e \), there exists a special 3-cycle \( g \) such that \( \sigma(g) \leq e \).

**Proposition 3.20.** In a simple Tarski monoid, the axioms (F1), (F2) and (F3) all hold.
Proof. (F1) holds. Let \( e \neq 0 \) be any idempotent and let \( F \subseteq E(S) \) be an ultrafilter containing \( e \). By Lemma 3.15, there is an infinitesimal \( a \) such that \( a \in eS\overline{e} \) and \( a^{-1}a \in F \). By Lemma 2.5, the element

\[
t = a \vee a^{-1} \vee e(a)
\]

is a special involution and \( \phi(t) = \overline{e(a)} \) by parts (4) and (5) of Lemma 3.14. Thus \( \sigma(t) = e(a) \leq e \). Since \( F \) is an ultrafilter in \( E(S) \) either \( \phi(t) \in F \) or \( \sigma(t) \in F \). But we cannot have \( \phi(t) \in F \) since then \( d(a), e(a) \in F \) which would give 0 \( \in F \). It follows that \( \sigma(t) \in F \), as required. Denote by \( I \) the set of all special involutions \( t \) such that \( \sigma(t) \leq e \). We have proved that \( U_e = \bigcup_{t \in I} U_{\sigma(t)} \). By compactness, there is a finite subset of \( I \) that does the job. Axiom (F1) now follows.

(F2) holds. Let \( t \) be an involution and let \( 0 \neq e \leq \sigma(t) \). Since \( t \) is not trivial, there exists \( e' \leq e \) such that \( e' \neq te't \) by Lemma 3.15. By Lemma 3.8, there is an idempotent \( f \leq e' \) such that \( f \perp tf \). Thus \( tf \) is an infinitesimal. The element

\[
g = tf \vee ft \vee e(tf)
\]

is a special involution where \( \sigma(g) = e(tf) \leq e(te) \). Observe that \( tg = e(tf) \vee e(tf) \). Thus \( \sigma(g) \leq tg \) and so \( \sigma(g) \leq \sigma(tg) \).

(F3) holds. Let \( e \) be a non-zero idempotent. By Lemma 3.6, we may find infinitesimals \( a, b \in eS\overline{e} \) such that \( (b, a) \) is a 2-infinitesimal. Put \( g = a \vee b \vee (ba)^{-1} \vee \overline{e(b, a)} \), which is a special 3-cycle by Lemma 2.7 and observe that \( \sigma(g) = e(b, a) \leq e \).

3.6. Local subgroups. Let \( S \) be a Tarski monoid. Throughout this section we let \( G \) be any subgroup of \( U(S) \) which contains \( \text{Sym}(S) \).

For each idempotent \( e \in S \) define

\[
U(e) = \{ g \in G : \sigma(g) \leq e \},
\]

called \( U(e) \) the local subgroup at \( e \).

Lemma 3.21. Let \( S \) be a simple Tarski monoid.

(1) \( U(e) \) is a subgroup of \( G \).
(2) \( e \leq f \) if and only if \( U(e) \subseteq U(f) \).

Proof. (1) This follows by parts (1), (2) and (3) of Lemma 3.18.

(2) Only one direction needs proving. Let \( U(e) \subseteq U(f) \). We use Lemma 2.1 and prove \( e \leq f \) by showing that \( ef = 0 \). Suppose that \( ef \neq 0 \). By (F3), there exists a special 3-cycle \( t \) such that \( \sigma(t) \leq ef \). Clearly, \( t \in U(e) \). If \( t \in U(f) \) then \( \sigma(t) \leq f \). Thus \( \sigma(t) = 0 \) which implies that \( t = 1 \), a contradiction since \( t \) is non-trivial. It follows that \( t \notin U(f) \), which is a contradiction.

The following definitions are from [19]. Let \( t \) be a fixed involution in \( G \). Denote by \( C_t \) the centralizer of \( t \) in \( G \). Define\footnote{We have changed the notation from that in [19] to avoid a clash with that used for the group of units.}

\[
Z_t = \{ s \in C_t : s^2 = 1, \ (\forall a \in C_t)[s, asa^{-1}] = 1 \}.
\]

Define

\[
S_t = \{ a^2 : a \in G, (\forall s \in Z_t)[a, s] = 1 \}.
\]
Define
\[ W_t = \{a \in G : (\forall b \in S_t)[a, b] = 1\}. \]
Clearly, \( t \in C_t \), and \( t \in Z_t \).

The following portmanteau lemma does most of the heavy lifting needed in this paper and translates Matui’s proofs into algebraic language.

**Lemma 3.22.** Let \( S \) be a simple Tarski monoid and let \( t \) be an involution in \( G \).

1. If \( s \) is an involution in \( G \) and \( f \) an idempotent such that \( f \perp \phi(t) \), where \( sf \neq f \), then there exists a special 3-cycle \( a \in C_t \) such that \([s, sa^{-1}] \neq 1\).
2. If \( s \in Z_t \) then \( \sigma(s) \leq \sigma(t) \).
3. Let \( 0 \neq e \leq \sigma(t) \). Then there exists \( s \in Z_t \) such that \( \sigma(s) \leq \psi(te) \) and \( \sigma(s) \leq \phi(ts) \).
4. Let \( e \) be any non-zero idempotent such that \( e \sigma(t) = 0 \). Then there exists a special 3-cycle \( a \) such that \( \sigma(a) \leq e \) and \( a^2 \in S_t \).
5. Let \( a \in G \) commute with every element in \( Z_t \). If \( \sigma(t) \in F \) is an ultrafilter such that \( tFt \neq F \) then \( a^2 Fa^{-2} = F \).
6. If \( b \in S_t \) then \( \sigma(t) \leq \phi(b) \).

**Proof.** (1) Let \( f \leq \phi(t) \) be such that \( sf \neq f \). Then by Lemma 3.2 there exists \( e \leq f \) such that \( e \perp \sigma(s) \) and \( s \perp \sigma(t) \). By (F3), there exists a special 3-cycle \( a \) such that \( \sigma(a) \leq e \). Thus \( \sigma(a) \sigma(t) = 0 \). But then \( at = ta \) by Lemma 3.15 and so \( a \in C_t \). Observe that from \( e \sigma(es) = 0 \) and \( \sigma(a) \leq e \), we have that \( \sigma(a) \sigma(a) s = 0 \). Thus \( \sigma(a) \sigma(sas) = 0 \) by Lemma 3.15. It follows that \( \sigma(sas) \leq \phi(a) \) by Lemma 2.1. We now prove that \( s \) and \( asa^{-1} \) do not commute. Thus we prove that \( sasa^{-1} \neq asa^{-1}s \). By Lemma 3.15 \( \sigma(a^2) \leq \sigma(a) \). Since \( a^2 \) is not the identity, by Lemma 3.19 there is a non-zero idempotent \( k \leq \sigma(a^2) \) such that \( a^2 ka^{-2} \neq k \). Clearly, \( aka^{-1} \neq k \). The idempotents \( k \) and \( aka^{-1} \) and \( a^{-1}ka \) are distinct because if \( aka^{-1} = a^{-1}k \) then we would have \( a^2 ka^{-2} = k \). We calculate first \( sasa^{-1}kasasa^{-1} \). From \( k \leq \sigma(a) \) we get that \( sa^{-1}kas \leq \sigma(sas) \). But then \( sa^{-1}kas = \phi(a) \). It follows that \( asa^{-1}kasasa^{-1} = sa^{-1}kas \). Thus
\[ s(asa^{-1}kasasa^{-1})s = s(sa^{-1}kas)s = a^{-1}ka. \]

We now calculate \( asa^{-1}sksa^{-1} \). From \( \sigma(a^{-1}) = \sigma(a) \) we get that \( k \leq \sigma(a^{-1}) \) and so \( sksa^{-1} \leq \sigma(sa^{-1}) \). It follows that \( sksa^{-1} \leq \phi(a^{-1}) \). Thus \( a^{-1}(sksa^{-1})a = sksa^{-1} \). It now readily follows that
\[ asa^{-1}sksa^{-1} = a^{-1}ka^{-1}. \]

(2) By part (1) above, if \( s \in Z_t \) then \( sf \neq f \) for all \( f \leq \phi(t) \). It follows by Lemma 3.4 that \( \phi(t) \leq \phi(s) \) and so \( \sigma(s) \leq \sigma(t) \), as required.

(3) By (F2), there exists a special involution \( s \) satisfying \( \sigma(s) \leq \phi(te) \) and \( \sigma(s) \leq \phi(ts) \). It remains to prove that \( s \in Z_t \). From \( \sigma(s) \leq \phi(ts) \) we get that \( \sigma(s) \sigma(ts) = 0 \). Thus \( st = ts = t \) by Lemma 3.15. It follows that \( st = ts \) and so \( s \in Z_t \). Let \( a \in C_t \). We shall prove that \( s \) commutes with \( b = asa^{-1} \), an involution that commutes with \( t \). Observe that
\[ 1 = \sigma(s) \sigma(bsb) \lor \sigma(s) \sigma(b) \lor \phi(s) \phi(bsb) \lor \phi(s) \sigma(b) \]
which follows from the fact that
\[ \sigma(bsb) \leq \sigma(b) \lor \sigma(s) \text{ and } \sigma(s) \leq \sigma(bsb) \lor \sigma(b) \]
by part (3) of Lemma 3.15. Observe that \( f \leq \sigma(s) \) implies \( sf = ftt \) (using \( \sigma(s) \leq \phi(ts) \)) and that \( f \leq \phi(g) \) implies that \( gfg^{-1} = f \) by part (3) of Lemma 3.4.
We prove that for any idempotent \( i \) we have that \((sb)i(sb) = (bs)i(bs)\) which by Proposition 3.1 shows that \( sb = bs \), as required. It is enough to do this in each of the following four cases.

(i): Let \( i \leq \sigma(s)\sigma(bsb) \). Then \( i, bib \leq \sigma(s) \). Thus
\[
bsibs = b(sis)b = b(tit)b = t(bib)t = s(bib)s = sibs.
\]

(ii): Let \( i \leq \sigma(s)\sigma(b) \). Then \( i, a^{-1}ia \leq \sigma(s) \). Thus
\[
b(sis)b = b(tit)b = t(bib)t = t(asa^{-1}asa^{-1})t = tas(asa^{-1})t = tat(a^{-1}ia)ta^{-1}t = i
\]
whereas
\[
sibs = sas(a^{-1}ia)sa^{-1}s = sat(a^{-1}ia)ta^{-1}s = ststs = tsist = t^2it^2 = i.
\]

(iii): \( i \leq \phi(s)\phi(bsb) \). Then \( i, bib \leq \phi(s) \). Thus
\[
bsibs = bib \text{ whereas } sibs = bib.
\]

(iv): \( i \leq \phi(s)\sigma(b) \). Then \( a^{-1}ia \leq \sigma(s) \). Thus
\[
bib = as(a^{-1}ia)sa^{-1} = at(a^{-1}ia)ta^{-1} = tit
\]
and so
\[
bsibs = bib = tit \text{ whereas } sibs = ststs = tsist = tit.
\]

(4) By (F3), there exists a special 3-cycle \( a \) such that \( \sigma(a) \leq e \). From Lemma 3.18 and \( \sigma(a)\sigma(t) = 0 \) we have that \([a, t] = 1 \). Let \( s \in Z_t \) be arbitrary. By part (2) above \( \sigma(s) \leq \sigma(t) \) and so \( \sigma(a)\sigma(s) = 0 \). It follows by Lemma 3.18 that the elements \( a \) and \( s \) commute.

(5) Let \( a \) be a unit that commutes with every element of \( Z_t \) and let \( \sigma(t) \in F \) be an ultrafilter such that \( tFt \neq F \). We claim that \( aFa^{-1} = F \) or \( aFa^{-1} = tFt \). We show first that the claim proves the result. Observe that if \( aFa^{-1} = F \) then \( a^2Fa^{-2} = F \) and if \( aFa^{-1} = tFt \) then
\[
a^2Fa^{-2} = a(aFa^{-1})a^{-1} = a(tFt)a^{-1} = t(aFa^{-1})t = t^2Ft^2 = F
\]
where we use the fact that \( a \) commutes with \( t \).

We now prove the claim. Suppose to the contrary that the ultrafilters
\[
F, aFa^{-1}, tFt
\]
are distinct. Then by Lemma 3.13 there exists \( e \leq \sigma(t) \), a non-zero idempotent, such that \( e, tet, aea^{-1} \) are orthogonal. By part (3), there exists \( g \in Z_t \) such that \( \sigma(g) \leq e(te) = e \lor tet \) and \( \sigma(g) \leq \phi( tg) \). Since \( \sigma(g) \leq e \lor tet \) we can write \( \sigma(g) = f_1 \lor f_2 \) where \( f_1 \perp f_2 \) and \( f_1 \leq e \) and \( f_2 \leq tet \). We prove that \( f_2 = 0 \). From \( f_2 \leq tet \) we get that \( af_2a^{-1} \leq ateta^{-1} = t( aea^{-1})t \) since \( a \) and \( t \) commute. From \( f_2 \leq \sigma(g) \) we get that \( af_2a^{-1} \leq \sigma(aga^{-1}) = \sigma(g) \) since \( a \) and \( g \) commute. It follows that \( af_2a^{-1} \leq t(acea^{-1})t(e \lor tet) \). But \( taca^{-1} = e \lor tet \). Thus \( af_2a^{-1} = 0 \) and \( f_2 = 0 \). It follows that \( \sigma(g) \leq e \). Let \( 0 \neq f \leq \sigma(g) \). Then \( af^{-1} \leq aea^{-1} \lor e \lor tet \). It follows that \( af^{-1} \leq \phi(g) \). Thus \( gaf^{-1}g = af^{-1} \). On the other hand \( agf^{-1}g = atfa^{-1} \). But \( af^{-1} \neq atfa^{-1} \) because if they were equal we would have that \( f = tFt \) which is a contradiction. Thus \( a \) and \( g \) do not commute which is a contradiction. It follows that the ultrafilters
\[
F, aFa^{-1}, tFt
\]
are not distinct and the claim follows.
(6) Let $b \in S_t$ and let $\sigma(t) \in F$. We prove that $bFb^{-1} = F$ and then apply part (1) of Lemma 3.24. By definition $b = a^2$, where $a$ commutes with every element of $S_t$. If $tFt \neq F$ then $bFb^{-1} = F$ by part (5). Suppose, therefore, that $tFt = F$ but that $bFb^{-1} \neq F$. By Lemma 3.3 there exists $e \leq \sigma(t)$ and $e \in F$ such that $e \perp bFb^{-1}$. By Proposition 3.16 there is $G \in U_e$ such that $tGt \neq G$. By part (5) above $bGb = G$. But then $e$ cannot be orthogonal to $bFb^{-1}$.

The key result of this section is the following. This was first proved by Matui [19] in the context of étale groupoids.

**Theorem 3.23.** Let $S$ be a simple Tarski monoid. If $t$ is an involution in $G$ then $W_t = U(\sigma(t))$.

**Proof.** We prove first that $U(\sigma(t)) \subseteq W_t$. Let $g \in U(\sigma(t))$. Then $\sigma(g) \leq \sigma(t)$. Let $b \in S_t$. Then $\sigma(t) \leq \phi(b)$ by part (6) of Lemma 3.22. Thus $\sigma(g) \leq \phi(b)$. It follows that $\sigma(g)\sigma(b) = 0$ by Lemma 2.1. Thus $g$ and $b$ commute by Lemma 3.18. This implies that $g \in W_t$.

We now prove that $W_t \subseteq U(\sigma(t))$. Let $a \in W_t$. To prove that $\sigma(a) \leq \sigma(t)$ we shall prove that $a$ fixes $bFt$ pointwise under conjugation and then apply Lemma 3.24. Suppose to the contrary that there is $f \leq \phi(t)$ such that $afa^{-1} \neq f$. By Lemma 3.2 there is a non-zero idempotent $e$ such that $e \leq f$ and $e(nea^{-1}) = 0$. Observe that $e\sigma(t) = 0$ by Lemma 2.1. By part (4) of Lemma 3.22 there exists a special 3-cycle $b$ such that $\sigma(b) \leq e$ and $b^2 \in S_t$. Now $\sigma(b^2) \leq \sigma(b)$ by part (6) of Lemma 3.18. Observe that
\[
\sigma(b^2)\sigma(ab^2a^{-1}) = \sigma(b^2)\sigma(a)\sigma(b^2)a^{-1} \leq \sigma(b)\sigma(a)\sigma(b)a^{-1} \leq e(nea^{-1}) = 0.
\]
It follows that $b^2 \neq ab^2a^{-1}$ and so $ab^2 \neq b^2a$ which contradicts the fact that $a \in W_t$ and $b^2 \in S_t$.

### 3.7. Constructing the isomorphism: proof of Theorem 2.10

**Lemma 3.24.** Let $S$ and $T$ be simple Tarski monoids. Let $G \leq U(S)$ be a subgroup containing $\text{Sym}(S)$ and let $H \leq U(T)$ be a subgroup containing $\text{Sym}(T)$ and let $\alpha: G \to H$ be an isomorphism. Let $s, t \in G$ be involutions. Then

1. $\sigma(t) \leq \sigma(s)$ if and only if $\sigma(\alpha(t)) \leq \sigma(\alpha(s))$.
2. $\sigma(t) \perp \sigma(s)$ if and only if $\sigma(\alpha(t)) \perp \sigma(\alpha(s))$.

**Proof.** (1) Let $\sigma(t) \leq \sigma(s)$. Then $U(\sigma(t)) \leq U(\sigma(s))$ by Lemma 3.21. Thus $W_t \leq W_s$ by Proposition 3.23. By algebra, $\alpha(W_t) \leq \theta(W_s)$ and so $W_{\alpha(t)} \leq W_{\alpha(s)}$. Thus $U(\sigma(\alpha(t))) \leq U(\sigma(\alpha(s)))$ by Proposition 3.23. Hence $\sigma(\alpha(t)) \leq \sigma(\alpha(s))$ by Lemma 3.21. The reverse implication follows since $\alpha^{-1}$ is an isomorphism, and the result now follows.

(2) Suppose that $\sigma(t)\sigma(s) \neq 0$. By (F1), there exists a special involution $r$ such that $\sigma(r) \leq \sigma(t)\sigma(s)$. By Lemma 3.21 we have that $U(\sigma(r)) \leq U(\sigma(t)) \cap U(\sigma(s))$. By part (1), we have that $U(\sigma(\alpha(r))) \leq U(\sigma(\alpha(t))) \cap U(\sigma(\alpha(s)))$, and so by Lemma 3.21 we have that $\sigma(\alpha(r)) \leq \sigma(\alpha(t))\sigma(\alpha(s))$. In particular, $\sigma(\alpha(t))\sigma(\alpha(s)) \neq 0$.

Let $S$ be a simple Tarski monoid and $G$ a subgroup of the group of units of $S$ containing $\text{Sym}(S)$. Let $F \subseteq E(S)$ be a proper filter. Denote by $T(F)$ the set of all involutions $t \in G$ such that $\sigma(t) \in F$. Define
\[
F^\sigma = \{\sigma(t) : t \in T(F)\},
\]
the support skeleton of $F$.

**Lemma 3.25.** Let $S$ be a simple Tarski monoid. Let $F \subseteq E(S)$ be a proper filter.

1. $F^\sigma$ is a filter base for $F$ and $F = (F^\sigma)^\uparrow$.
2. $F$ is an ultrafilter if and only if $\sigma(t) \notin F^\sigma$ implies that there exists $\sigma(s) \in F^\sigma$ such that $\sigma(t) \perp \sigma(s)$.
3. Let $A$ be a non-empty set of idempotents satisfying the following conditions:
   - each element of $A$ is of the form $\sigma(t)$ for some involution $t$, $A$ is down-directed and $\sigma(t) \notin A$ implies that there exists $\sigma(s) \in A$ such that $\sigma(t) \perp \sigma(s)$. Then $A^\uparrow$ is an ultrafilter.

**Proof.** (1) Let $e_1, e_2 \in F^\sigma$. Then the product $e_1e_2$ is non-zero since the idempotents belong to the proper filter $F$. Thus by condition (F1), there exists a special involution $t$ such that $\sigma(t) \in F$ and $\sigma(t) \leq e_1e_2$. It follows that $F^\sigma$ is a filter base. Clearly, $F^\sigma \subseteq F$. To prove the reverse inclusion, let $e \in F$. Then by condition (F1) there exists a special involution $t$ such that $\sigma(t) \in F$ and $\sigma(t) \leq e$. By definition $\sigma(t) \in F^\sigma$. Thus $F = (F^\sigma)^\uparrow$.

(2) Suppose that $F$ is an ultrafilter and $\sigma(t) \notin F^\sigma$. Then there exists $e \in F$ such that $\sigma(t) \perp e$. By (F1), we can write $e = \bigvee_{i=1}^m \sigma(s_i)$ where the $s_i$ are special involutions. Since $F$ is an ultrafilter, we have that $\sigma(s_i) \in F$ for some $i$. But $\sigma(t) \perp \sigma(s_i)$ and $\sigma(s_i) \in F^\sigma$. We now prove the converse. We prove that $F$ is an ultrafilter. Suppose that $e \notin F$. By (F1), we can write $e = \bigvee_{i=1}^m \sigma(s_i)$. Clearly, $\sigma(s_1), \ldots, \sigma(s_m) \notin F$ and so none belongs to $F^\sigma$. By assumption, for each $i$ we can find $\sigma(t_i) \in F^\sigma$ such that $\sigma(s_i) \perp \sigma(t_i)$. By part (1), there is $\sigma(t) \in F^\sigma$ such that $\sigma(t) \leq \sigma(t_1) \ldots \sigma(t_m)$. Thus $\sigma(t) \perp \sigma(s_i)$ for all $i$ and so $\sigma(t) \perp e$. Clearly, $\sigma(t) \in F$.

(3) Let $e, f \in A^\uparrow$. Then $e' \leq e$ and $f' \leq f$ for some $e', f' \in A$. But $A$ is down-directed and so there is $i \in A$ such that $i \leq e$, $f'$. It follows that $i \leq e, f$ and so $A^\uparrow$ is down-directed and, of course, closed upwards. It follows that $A^\uparrow$ is a proper filter. We prove that it is an ultrafilter. Suppose that $e \notin A^\uparrow$. By (F1), we may write $e = \bigvee_{i=1}^m \sigma(s_i)$ where the $s_i$ are special involutions. It follows that $\sigma(s_i) \notin A^\uparrow$ for all $i$. By assumption, for each $i$ there exists $\sigma(t_i) \in A$ such that $\sigma(s_i) \perp \sigma(t_i)$. Since $A$ is down-directed, there exists $\sigma(t) \in A$ such that $\sigma(t) \leq \sigma(t_1) \ldots \sigma(t_m)$. It follows that $\sigma(t) \perp e$. □

**Proposition 3.26.** Let $S$ and $T$ be simple Tarski monoids. Let $G$ be a subgroup of the group of units of $S$ containing $\text{Sym}(S)$, let $H$ be a subgroup of the group of units of $T$ containing $\text{Sym}(T)$, and let $\alpha : G \rightarrow H$ be an isomorphism of groups. Then there exists a homeomorphism $\beta : X(S) \rightarrow X(T)$ of structure spaces such that $\beta(gFg^{-1}) = \alpha(g)\beta(F)\alpha(g)^{-1}$ for every $F \in X(S)$ and $g \in G$.

**Proof.** We begin by constructing the function $\beta$. Let $F \in X(S)$. Define

$$\beta(F) = \{\sigma(\alpha(t)) : t \in T(F)\}^\uparrow.$$  

It follows by Lemma 3.25 and Lemma 3.24 that $\beta(F)$ is an ultrafilter. It also follows that $\beta$ is a bijection. By construction, for each involution $t \in G$, we have that $\beta(U_{\sigma(t)}) = U_{\sigma(\alpha(t))}$. By (F1), it now follows that $\beta$ is a homeomorphism. We finish off by checking that the stated property holds. Let $g \in G$ and $F \in X(S)$. Let $\sigma(t) \in F$ be an element of $F^\sigma$. Then $\sigma(gtg^{-1}) \in gFg^{-1}$ and we observe that $gtg^{-1}$ is also an involution. Thus $\sigma(\alpha(gtg^{-1})) \in \beta(gFg^{-1})$. Therefore $\alpha(g)\sigma(\alpha(t))\alpha(g)^{-1} \in$
Corollary 3.27. Let $S$ and $T$ be simple Tarski monoids. Let $G$ be a subgroup of the group of units of $S$ containing $\text{Sym}(S)$, let $H$ be a subgroup of the group of units of $T$ containing $\text{Sym}(T)$, and let $\alpha : G \to H$ be an isomorphism of groups. Then there is an isomorphism of Boolean algebras $\gamma : E(S) \to E(T)$ such that the following hold:

1. $\gamma(\sigma(t)) = \sigma(\alpha(t))$ for each involution $t$ in $G$
2. $\gamma(\beta g e^{-1}) = \alpha(g) \gamma(e) \alpha(g)^{-1}$ for all $g \in G$ and $e \in E(S)$.

Proof. By Proposition 3.26 there exists a homeomorphism $\beta : X(S) \to X(T)$ of structure spaces such that $\beta(g F g^{-1}) = \alpha(g) \beta(F) \alpha(g)^{-1}$ for every $F \in X(S)$ and $g \in G$. In particular, $\beta$ maps clopen sets of $X(S)$ to clopen sets of $X(T)$. We define $\gamma$ to be this function. This clearly defines an isomorphism of Boolean algebras. From the fact that $\beta(U_{\alpha(t)}) = U_{\gamma(\alpha(t))}$, we have that $\gamma(\sigma(t)) = \sigma(\alpha(t))$, which proves (1). By (F1), it is enough to prove (2) for the case where $e = \sigma(t)$ where $t \in G$ is an involution. But this follows from

$$\beta(U_{\sigma(t) g e^{-1}}) = U_{\gamma(\sigma(t) g e^{-1})}$$

and properties.

\[ \square \]

Proof of Theorem 2.10

Let $S$ and $T$ be simple Tarski monoids. Let $G = \text{Sym}(S)$ and $H = \text{Sym}(T)$ or let $G = U(S)$ and $H = U(T)$. Let $\alpha : G \to H$ be an isomorphism of groups. By Corollary 3.27 there is an isomorphism of Boolean algebras $\gamma : E(S) \to E(T)$ such that $\gamma(\beta g e^{-1}) = \alpha(g) \gamma(e) \alpha(g)^{-1}$ for all $g \in G$ and $e \in E(S)$. By Proposition 3.10 and Proposition 3.11 there is therefore an isomorphism $\Theta : S \to T$ extending both $\alpha$ and $\gamma$.

We conclude with an observation. There are striking parallels between the results of this paper and those to be found in [3] on AW*-algebras.
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