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Euler-Lagrange simulations of gas-solid flow in unbounded domains have been performed to study sub-grid modeling of the filtered drag force for non-cohesive and cohesive particles. The filtered drag forces under various microstructure and flow conditions were analyzed in terms of various sub-grid quantities: the sub-grid drift velocity, which stems from sub-grid correlation between the local fluid velocity and the local particle volume fraction, and the scalar variance of solid volume fraction, which is a measure to identify the degree of local inhomogeneity of volume fraction within a filter volume. The results show that the drift velocity and the scalar variance exert systematic effects on the filtered drag force. Effects of particle and domain sizes, gravitational acceleration and mass loading on the filtered drag are also studied and it is shown that these effects can be captured by both sub-grid quantities. Additionally, the effect of cohesion force through van der Waals interaction on the filtered drag force is investigated and it is found that there is no significant difference on the dependence of the filtered drag coefficient of cohesive and non-cohesive particles on the sub-grid drift velocity or the scalar variance of solid volume fraction.

The assessment of predictabilities of sub-grid quantities was performed by correlation coefficient analyses in a priori manner, and it is found that the drift velocity is superior. However, the drift velocity is not available in “coarse-grid” simulations and a specific closure is needed. A dynamic scale-similarity approach was used to model drift velocity but the predictability of that model is not entirely satisfactory. It is concluded that one must develop a more elaborate model for estimating the drift velocity in “coarse-grid” simulations.
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INTRODUCTION

Industrial-scale fluidized beds where particles are converted from a solid-like state to a fluid-like state by an up-flow of gas provide uniform temperature distribution and mixing, which are beneficial for many chemical processes. These beds typically operate in the turbulent fluidization regime, or in the circulating fluidized bed mode, where particles and gas are transported up at high velocities through large vessels. These flows exhibit a wide range of temporal and spatial scales; the spatial structures range from a few particle diameters to the scale of the vessel. This multi-scale nature of the flow emerges through intrinsic instabilities associated with fluidization that arise even in regions far away from the boundaries. This intrinsic instability produces bubble-like voids at high particle concentrations and particle clusters and streamers at low particle concentrations\(^1\), which coalesce and breakup to yield multi-scale structures. Such hydrodynamically driven structures are further modified by inter-particle cohesion through van der Waals interaction in fluidization of Geldart group A particles\(^2,3\).

Euler-Euler approach is commonly used to simulate gas-solid flows in industrial-scale fluidized beds. In this approach, solid and fluid phases are modeled as interpenetrating continua\(^4\) and solid phase transport properties such as pressure and viscosity are modeled via the Kinetic Theory of Granular Flows\(^5-11\). To accurately predict the hydrodynamics of beds, the computational grid size for Euler-Euler simulations should be smaller than the sizes of particle clusters\(^12-14\), which can be as small as a few particle diameters\(^15\). In particular, inability to capture the effect of inhomogeneity on small length scales leads to inadequate modeling of the momentum, species and heat transfer between phases and solid phase stresses. Although the Euler-Euler approach has been applied successfully to resolve particle clustering effect in small computational domains\(^16-18\), simulations with highly resolved grid are not affordable for industrial applications due to computational costs. To overcome this problem, filtered Euler-Euler approach is being developed to simulate large-scale flow problems\(^12,14,19-24\). In filtered Euler-Euler approach, the filtered transport equations for solid and fluid phases are solved on “coarse-grid” (i.e., the computational mesh resolution is not sufficient enough to resolve particle clustering effect at small scales) and the effect of unresolved structures is taken into account via sub-grid modeling. The filtered transport equations are derived from the standard Euler-Euler transport equations through
volume-averaging in which sub-grid correlations arise. Previous studies have shown that the sub-grid correction to drag term is the most significant one and if it is not accounted for in coarse-grid simulations, the resolved drag is over-predicted\cite{14,19,21,23}. As a secondary effect, large-scale solid velocity fluctuations play a role on the redistribution of particles\cite{14,22,24,25}.

The modeling attempts for the sub-grid contribution of drag term fall into two categories. The first category models use filtered quantities explicitly available in filtered model simulations: for instance, Igci \textit{et al.}\cite{20} expressed the filtered drag force as a function of the filtered volume fraction and the filter size. Later studies have sought to include the filtered relative velocity as an additional marker\cite{22,23,26}. In the second category, proposed models use sub-grid quantities such as drift velocity and the scalar variance of solid volume fraction which are not available in filtered model simulations. A functional model proposed by Parmentier \textit{et al.}\cite{21} for the drift velocity accurately predicted bed height in a 2-D dense fluidized bed. As a continuation work of Parmentier \textit{et al.}\cite{21}, Ozel \textit{et al.}\cite{14} showed that the drift velocity must be accounted for accurate estimation of solid flux in a 3-D dilute periodic channel flow. Recently, Schneiderbauer\cite{24} employed the scalar variance of solid volume fraction and large-scale velocity fluctuations of the gas and particle phases as markers. In these approaches, additional level of modeling is necessary to estimate the sub-grid quantities.

Aforementioned studies are limited to hydrodynamics of gas-solid flows with non-cohesive mono-disperse particles. However, accurate constitutive models for the Euler-Euler approaches have not been developed for particles with complex interactions such as liquid bridges between particles, cohesion or repulsion due to electrostatic charges carried by the particles and cohesion through van der Waals interaction. The derivation of Euler-Euler models with complex particle physics is challenging, and theoretical development of these models posits binary and instantaneous interactions between particles and does not consider enduring interaction which is typical in complex systems. In contrast, numerous Euler-Lagrange models, where the locally-averaged equations of motion for the fluid phase are solved in an Eulerian framework and the particles are tracked in a Lagrangian fashion by solving Newton’s equations of motion, have been successfully used to simulate gas-solid flows with such complex interactions\cite{27–35}. Instead of incorporating complex particle physics into Euler-Euler models via theoretical derivations, it is more straightforward to perform Euler-Lagrange simulations including complex particle physics and use these simulation results to directly propose constitutive relations for filtered Euler-Euler models. As shown in our
Previous study\textsuperscript{36}, one can use the drag corrections deduced from Euler-Lagrange simulations for filtered Euler-Euler simulations. In the present study, we have performed Euler-Lagrange simulations of gas-solid flows in unbounded (fully periodic) domains with and without cohesive force to deduce the effective drag force model. Cohesion arises from van der Waals force\textsuperscript{37} and we varied the cohesion level by adjusting the Hamaker constant. We have also performed simulations with different particle and domain sizes, gravitational accelerations and mass loadings (domain-averaged solid volume fractions). The simulation results allow us to address the following questions:

- Is there any key sub-grid quantity for the filtered drag force modeling that emerges similarly for different domain sizes, mass loadings and particle Reynolds and Froude numbers?
- What is the relative importance of particle cohesion on the extent of correction to the drag law for coarse-grained Euler-Lagrange and filtered Euler-Euler approaches?
- How well can one estimate the key sub-grid quantities used for the filtered drag force modeling in coarse-grid simulations?

This paper is organized as follows. We first present the flow configuration in §II. The filtering procedure is described in §III. In §IV, the filtered results are presented. In the following section §V, the model assessments are given. Finally, the principal results are summarized in §VI.

II. FLOW CONFIGURATION

The gas phase equations are solved using an OpenFOAM-based Computational Fluid Dynamics solver\textsuperscript{38}, while the particle phase DEM equations are evolved via the LIGGGHTS platform\textsuperscript{39}. The two phases are coupled via an open-source software CFDEMcoupling\textsuperscript{40,41}. The public version of CFDEMcoupling has been modified to be capable of performing simulations with hundred million particles by Ozel \textit{et al.}\textsuperscript{36}. A full description of the equations used for the CFD and DEM aspects of the simulation is provided in Appendix A.

The discrete element method (DEM)\textsuperscript{42} was used to model particle-particle interactions and the motion of each individual particle. Newton’s equations of motion were solved by the
Velocity-Verlet algorithm\textsuperscript{43} with second order accuracy in time. A Hertzian spring model was used for normal and tangential contacts allowing for inelastic collisions and Coulomb friction for particle-particle interactions. The particles were simulated as being less stiff than they are in reality, to avoid the need to use small time steps. The DEM parameters and particle properties used are summarized in Table I. The properties are typical of Fluid Catalytic Cracking particles\textsuperscript{44–46}.

We model the gas phase as a continuum, with a discretized form of the volume-averaged fluid equations\textsuperscript{4} used to solve for gas velocity and pressure on a co-located fluid grid. For the time-integration of momentum equations of gas phase, Euler scheme with first order accuracy in time and central-upwind scheme for the spatial discretization of the equations were used. The grid spacing was $3 \, d_p$, which was sufficient for accurate and grid-independent simulation results\textsuperscript{47}. The gas phase properties are summarized in Table I.

Simulations were performed for various domain-averaged solid volume fractions, three different particle sizes, two different gravity accelerations and two different Hamaker constants. The simulation parameters in dimensionless forms are given in Table I. The particle Reynold number $Re_p$ based on the terminal velocity of a particle varies from 0.32 to 33.23. Particles are highly inertial and the particle Stoke number $St_p$ varies from 65 to 799. The simulations were performed over a particle Froude number $Fr_p$ range of 20 to 2130. The cohesion force through van der Waals interaction was only accounted for simulations with Geldart group A type particles\textsuperscript{2} ($d_p = 75 \mu m$). The particle Bond number $Bo_p$ is defined as the ratio of maximum cohesive force and particle weight. Two additional simulations with particle Bond numbers of 96 and 960 were performed.

We performed simulations in periodic domains in which one can examine the flow dynamics without wall-induced restrictions. To drive the flow in this periodic domain, we decompose the pressure term $p_g$ in Eq. (A14) into two components as follows: $p_g(x, t) = p''_g(x, t) - \bar{\rho}|g|(z - z_o)$. Here, $p''_g$ is the computed gas pressure that obeys the periodic boundary condition and $\bar{\rho}|g|(z - z_o)$ represents the mean vertical pressure drop due to the total mass of a two-phase mixture; $\bar{\rho}$ is the domain-averaged mixture density; $z$ is the coordinate in the direction that is opposite of gravity and $z_o$ is a reference elevation. The simulations were run for a sufficiently long duration ($10 \, \tau_p^{St}$) to ensure that a statistical steady state is reached (see Table I for the definition of Stokes relaxation time, $\tau_p^{St}$). Subsequently, snapshots were collected at every $\tau_p^{St}$ time instant for a duration of $20 \, \tau_p^{St}$. Snap-
Simulations of the particle volume fraction fields obtained in simulations with different domain-averaged solid volume fraction are shown in Figure 1 for particles with a diameter of 75 $\mu$m.

### TABLE I. Computational domain and simulations parameters.

<table>
<thead>
<tr>
<th>Simulations Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle diameter; $d_p$ [$\mu$m]</td>
<td>75 / 150 / 300</td>
</tr>
<tr>
<td>Domain size: $L_0 (d_p \times d_p \times d_p)$</td>
<td>240 x 240 x 900</td>
</tr>
<tr>
<td>Grid size; $(d_p \times d_p \times d_p)$</td>
<td>3 x 3 x 3</td>
</tr>
<tr>
<td>Acceleration due to gravity; $</td>
<td>g</td>
</tr>
<tr>
<td>Domain-average solid volume fraction; $&lt; \phi &gt;$ [m/s$^2$]</td>
<td>0.1 / 0.3</td>
</tr>
<tr>
<td>Number of particles</td>
<td>$10^5 \times 10^6 / 31.5 \times 10^6$</td>
</tr>
<tr>
<td>Particle density; $\rho_p$ [kg/m$^3$]</td>
<td>1500</td>
</tr>
<tr>
<td>Real Young’s modulus; $Y^R$ [Pa]</td>
<td>7 x $10^{10}$</td>
</tr>
<tr>
<td>Soft Young’s modulus used in simulations; $Y^S$ [Pa]</td>
<td>10$^6$</td>
</tr>
<tr>
<td>Poisson’s ratio; $\nu$</td>
<td>0.42</td>
</tr>
<tr>
<td>Restitution coefficient; $\epsilon$</td>
<td>0.9</td>
</tr>
<tr>
<td>Particle-particle friction coefficient; $\mu_p$</td>
<td>0.5</td>
</tr>
<tr>
<td>Real Hamaker constant; $A^R$ [J]</td>
<td>$10^{-19} / 10^{-18}$</td>
</tr>
<tr>
<td>Minimum separation distance for real Young’s modulus; $s^R_{min}$ [m]</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>Minimum separation distance for soft Young’s modulus; $s^S_{min}$ [m]</td>
<td>$1.641 \times 10^{-7}$</td>
</tr>
<tr>
<td>Gas density; $\rho_g$ [kg/m$^3$]</td>
<td>1.3</td>
</tr>
<tr>
<td>Gas viscosity; $\mu_g$ [Pa · s]</td>
<td>$1.8 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Characteristic Quantities</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stokes relaxation time; $\tau_p^{St} = \frac{\rho_p d_p^2}{18 \mu_p} [s]$</td>
<td>0.026 ($d_p = 75 \mu m$)</td>
</tr>
<tr>
<td></td>
<td>0.104 ($d_p = 150 \mu m$)</td>
</tr>
<tr>
<td></td>
<td>0.417 ($d_p = 300 \mu m$)</td>
</tr>
<tr>
<td>Terminal velocity based on Wen and Yu [19] drag law; $v_t$ [m/s]</td>
<td>0.219 ($d_p = 75 \mu m;</td>
</tr>
<tr>
<td></td>
<td>0.649 ($d_p = 150 \mu m;</td>
</tr>
<tr>
<td></td>
<td>1.533 ($d_p = 300 \mu m;</td>
</tr>
<tr>
<td></td>
<td>0.0597 ($d_p = 75 \mu m;</td>
</tr>
<tr>
<td>Particle Froude number; $F_{Fr,p} = \frac{v_t^2}{</td>
<td>g</td>
</tr>
<tr>
<td></td>
<td>286 ($d_p = 150 \mu m;</td>
</tr>
<tr>
<td></td>
<td>799 ($d_p = 300 \mu m;</td>
</tr>
<tr>
<td></td>
<td>19 ($d_p = 75 \mu m;</td>
</tr>
<tr>
<td>Particle Reynolds number; $Re_p = \frac{\rho_p v_t d_p}{\mu_p}$</td>
<td>1.18 ($d_p = 75 \mu m;</td>
</tr>
<tr>
<td></td>
<td>7.03 ($d_p = 150 \mu m;</td>
</tr>
<tr>
<td></td>
<td>33.23 ($d_p = 300 \mu m;</td>
</tr>
<tr>
<td></td>
<td>0.32 ($d_p = 75 \mu m;</td>
</tr>
<tr>
<td>Particle Stokes number; $St_p = \frac{1}{18} \frac{\rho_p}{\rho_g} Re_p$</td>
<td>76 ($d_p = 75 \mu m;</td>
</tr>
<tr>
<td></td>
<td>451 ($d_p = 150 \mu m;</td>
</tr>
<tr>
<td></td>
<td>2130 ($d_p = 300 \mu m;</td>
</tr>
<tr>
<td></td>
<td>20 ($d_p = 75 \mu m;</td>
</tr>
<tr>
<td>Particle Bond number; $Bo_p = \frac{F_{max}^{coh}}{(m_p</td>
<td>g</td>
</tr>
<tr>
<td></td>
<td>960 ($d_p = 75 \mu m; A^R = 10^{-18} J$)</td>
</tr>
</tbody>
</table>
FIG. 1. Snapshots of the particle volume fraction field in a periodic domain. Simulation parameters are listed in Table I. Domain-averaged particle volume fraction $\langle \phi \rangle$: (a) 0.1 and (b) 0.3. The gray scale axis ranges from 0 (white) to 0.64 (black). Particle Froude number is 65.

III. FILTERING PROCEDURE AND SUB-GRID QUANTITIES

The correction to the drag force needed for Euler-Euler simulations with coarser fluid grids was deduced by filtering the results from Euler-Lagrange simulations. The macroscopic quantities were filtered using various filter sizes $\Delta_f$ around each computational node. The filtered solid volume fraction is computed by

$$\bar{\phi}(x, t) = \int \int \int \phi(r, t) G(r - x) \, dr$$

where $G(r - x)$ is a weight function which satisfies $\int \int G(r)dr = 1$. The box filter kernel employed in all the results presented here is given by

$$G(r - x) = \begin{cases} \frac{1}{\Delta_f^3}, & \text{if } |r - x| \leq \frac{\Delta_f}{2} \\ 0, & \text{otherwise} \end{cases}$$

Similarly, the filtered gas velocity is defined as

$$\tilde{u}_g(x, t) = \frac{1}{(1 - \bar{\phi})} \int \int \int G(r - x)(1 - \phi(r, t))u_g(r, t) \, dr.$$
For the particle phase, we first compute the Eulerian solid velocity \( u_s(x, t) \) by mapping the particle velocity \( v(x, t) \) to the cell centers in a priori manner by using the mollification kernel given in Eq. (A15). Then, we compute the filtered solid velocity by

\[
\tilde{u}_s(x, t) = \frac{1}{\phi} \int \int \int G(r - x) \phi(r, t) u_s(r, t) dr
\]

and the filtered Eulerian drag coefficient as:

\[
\overline{\beta}_i = \frac{\beta (u_{g,i} - u_{s,i})}{(u_{g,i} - \tilde{u}_{s,i})}
\]

where \( \beta \) is the “microscopic” Eulerian drag coefficient (namely, Wen and Yu drag law used in our simulations).

Igci et al. introduced a term representing correlated fluctuations in the solid volume fraction and the gas pressure gradient into the filtered drag force. In this study, we do not consider this term in the filtered drag force.

A. Sub-Grid Drift Velocity

Following studies by Parmentier et al., Ozel et al. and analogously in the framework of Reynolds-averaged kinetic theory by Fox and Capecelatro et al., the filtered Eulerian drag force is written as

\[
\overline{\beta}(u_{g,i} - u_{s,i}) \approx \beta^* (\tilde{u}_{g,i} - \tilde{u}_{s,i} + \tilde{v}_{d,i}).
\]

where \( \beta^* \) is the “microscopic” drag coefficient evaluated at the filtered particle volume fraction and the filtered phase velocities. In the studies of Parmentier et al. and Ozel et al., \( \beta^* \) is defined as \( \overline{\phi} \rho_p / \tilde{\tau}_p \), where \( \tilde{\tau}_p \) is the “resolved” relaxation time (see the Section 3.1 of Ozel et al. for details). In Eq. (6), the sub-grid drift velocity \( \tilde{v}_{d,i} \) is defined as

\[
\overline{\phi} \tilde{v}_{d,i} = \overline{\phi} (u_{g,i} - u_{s,i}) - \overline{\phi} (\tilde{u}_{g,i} - \tilde{u}_{s,i})
\]
by using the definition (Eq. (4)),

\[
\tilde{v}_{d,i} = \frac{\phi u_{g,i}}{\phi} - \tilde{u}_{g,i}.
\]  

(8)

In words, the sub-grid drift velocity is the difference between the filtered gas velocity and the filtered gas velocity seen by the particles. In a physical sense, the sub-grid drift velocity takes into account for inhomogeneities inside the filtering volume emerging as a local correlation between of solid volume fraction and gas velocity. The sub-grid drift velocity \(\tilde{v}_{d,i}\) cannot be directly obtained from the coarse-grid simulations and needs a specific closure that will be discussed later.

### B. Scalar Variance of Solid Volume Fraction

The sub-grid scalar variance of a conserved scalar is a key quantity for scalar mixing at the small scales of a turbulent flow and thus it is an important modeling parameter in large eddy simulations of turbulent reacting flows\(^{52-54}\). With an inspiration from single-phase turbulent reactive flow modeling, we attempt to model the sub-grid contribution of drag term by using the sub-grid scalar variance of solid volume fraction. The sub-grid scalar variance of solid volume fraction \(\phi' \phi' 2\) is defined as follows:

\[
\phi' \phi' 2 = \phi^2 - 2 \phi \bar{\phi} + \bar{\phi}^2. 
\]

(9)

For the sake of simplicity, we drop the spatial position \(\mathbf{x}\) and time \(t\) and write it explicitly as:

\[
\phi' \phi' 2 = \phi^2 - 2 \phi \bar{\phi} + \bar{\phi}^2. 
\]

(10)

It is worth to note that \(\bar{\phi} \neq \bar{\phi}\), which is not equivalent in the Reynolds averaging, is due to the property of the convolution kernel operator. However, the correlation between \(\bar{\phi}\) and \(\phi\) raises additional modeling issues for the practical applications. By following Jimenez et al.\(^{55}\), the scalar variance is defined as a statistical quantity which can be defined as:

\[
\phi' \phi' 2 = \phi^2 - \bar{\phi}^2. 
\]

(11)
IV. FILTERED DRAG RESULTS

In this section, we present statistical analyses of the filtered Eulerian drag coefficient as a function of the drift velocity and the scalar variance of solid volume fraction. As noted previously, the drift velocity and the scalar variance of solid volume fraction have already been used in the literature to infer the filtered drag coefficient. The general approach to extract the filtered drag force and sub-grid quantities is as follows. We first gather the snapshots from simulation results, and a user-specified filter size is then employed to filter the drag force, phase velocities, solid volume fraction. Subsequently, we compute the solid volume fraction-gas velocity correlation, then the drift velocity (Eq. (8)) and the scalar variance (Eq. (11)). The filtered Eulerian drag coefficient data are then binned in terms of filtered solid volume fraction, filter size, drift velocity and scalar variance and all the realizations in each bin are averaged to obtain mean results. Additionally, the effects of particle and domain sizes, domain-averaged volume fraction, gravitational acceleration and cohesion level on the filtered drag force are also investigated. We present the filtered Eulerian drag coefficient results in scaled form by dividing the “microscopic” drag coefficient evaluated at the filtered solid volume fraction and the filtered phase velocities. The drift velocity is scaled by the filtered relative velocity \( \bar{\bar{u}}_{g,i} - \bar{\bar{u}}_{s,i} \) as well. Henceforth, we refer to the ratio of the filtered and the microscopic drag coefficients as the scaled drag coefficient and the ratio of the drift velocity and the filtered relative velocity as the scaled drift velocity.

A. Effect of Filter Size

The scaled drag coefficient as a function of the scaled drift velocity for various filter sizes at filtered solid volume fraction \( \bar{\bar{\phi}} \) equal to 0.1 is shown in Figure 2a. It reveals that the scaled drag coefficient increases linearly as the scaled drift velocity increases. However, as the scaled drift velocity approaches zero, the trend deviates from linearity and the scaled drag coefficient becomes larger than one. At first, this is surprising and it seems counter-intuitive. If the distribution of particles and the gas velocity inside the filter region is uniform, the drift velocity would be zero; for this state, one would expect the filtered drag ratio to be...
This clearly comes across as a counter-example. Thus, the results in Figure 2a readily reveal that a second (perhaps weaker) marker would be needed to explain this anomalous result. More on this later.

The scaled drag coefficient as a function of the scalar variance of solid volume fraction for various filter sizes at $\phi = 0.1$ is shown in Figure 2b. It shows that the scaled drag coefficient decreases as the scalar variance increases. The scalar variance is one measure of level of inhomogeneities; larger inhomogeneities lead to larger scalar variance values which, in turn, signal higher drag correction. One can see from Figures 2a-b that the scaled drag coefficient is essentially independent of filter size for both sub-grid quantities.

B. Effect of Particle Size

Figures 3a and 3b present the scaled drag coefficient as a function of the scaled drift velocity and the scalar variance of solid volume fraction for two other particle sizes (equivalently, particle Froude numbers) at $\phi = 0.1$. The scaled drift velocity dependency of the scaled drag coefficient is identical for different particle sizes. However, for the scalar variance dependency, an additional scaling, $F_{p}^{0.2}$, is needed to collapse the scaled drag coefficients for different particle sizes. This figure suggests that the drift velocity is a better marker than the scalar variance of solid volume fraction.
FIG. 3. Scaled filtered Eulerian drag coefficient as a function of (a) the scaled drift velocity and (b) the scalar variance of solid volume fraction for various particles sizes (Froude numbers 65, 286 and 799). The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction $< \phi > = 0.1$. Filtered volume fraction $\phi = 0.1$. Filter size $\Delta_f = 27 d_p$. Simulation parameters are summarized in Table I.

C. Effect of Domain Size

Capecelatro et al.\textsuperscript{57} performed highly resolved Euler-Lagrangian simulations of dilute gas-solid flows ($< \phi > = 0.01$) in a fully periodic prism with various sizes to probe the effect of the domain-size on the particle cluster size and phase velocity fluctuations. They found that the cluster size and the particle phase kinetic energy increase as the domain size increases. However, the upper limit of particle cluster size or the scaling of cluster size with respect to the domain size is still not known. We performed simulations with two additional domain sizes; half and quarter of the reference domain $L_0$ (see Table I); to study the effect of the domain size on the filtered drag force. The scaled drag coefficient as a function of the scaled drift velocity and the scalar variance of solid volume fraction for various domain sizes are shown in Figures 4a and 4b. One can see that there is no significant difference of the scaled drag coefficient for different domain sizes.

D. Effect of Domain-Averaged Solid Volume Fraction

Depending on domain-averaged solid volume fraction, one can get different flow regimes: clusters and streamers in dilute and moderately dilute flows and voids in dense flows. We present the effect of domain-averaged solid volume fraction on the scaled drag coefficient as
FIG. 4. Scaled filtered Eulerian drag coefficient as a function of (a) the scaled drift velocity and (b) the scalar variance of solid volume fraction for various domain sizes. The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction $\langle \phi \rangle = 0.1$. Filtered volume fraction $\overline{\phi} = 0.1$. Froude number 65. Filter size $27 \, d_p$. Simulation parameters are summarized in Table I.

a function of the scaled drift velocity in Figure 5a, and as a function of the scalar variance of solid volume fraction in Figure 5b. The filtered results nearly collapse for different domain-averaged solid volume fractions and filter sizes. Slight differences remain, which indicate that further improvement could be achieved with an additional marker, as discussed later.

FIG. 5. Scaled filtered Eulerian drag coefficient as a function of (a) the scaled drift velocity and (b) the scalar variance of solid volume fraction for two domain-averaged solid volume fractions. The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Filtered volume fraction $\overline{\phi} = 0.1$. Froude number 65. Filter sizes $\Delta_f = 15$ and $27 \, d_p$. Simulation parameters are summarized in Table I.
Effect of Gravitational Acceleration

To study the effect of gravity on drag force, an additional simulation was performed with one quarter of the reference gravity. With a smaller gravitational acceleration, the Froude number is smaller; and as the relative velocity is smaller and the particle Reynolds number is smaller as well (see Table I for Froude and Reynolds numbers corresponding to different gravitational accelerations). In other words, this simulation allows us to study the effect of Reynolds and Froude numbers on the filtered drag coefficient. Figures 6a and 6b show the effect of gravitational acceleration on the dependence of the scaled drag coefficient on the scaled drift velocity and the scalar variance of solid volume fraction for two filter sizes. The scaled drag coefficients versus the drift velocity for different gravitational accelerations are nearly identical, but there is a somewhat larger difference in the scalar variance dependency of the scaled drag coefficients. In addition to the parametric study presented in the main text, we also show the scaled drag coefficient as a function of the scaled drift velocity with different filter types (box and Gaussian filters) and drag laws (Wen and Yu\textsuperscript{48} and Beetstra et al.\textsuperscript{58}) for $\Delta_f = 27 \, dp$ and $< \phi > = 0.1$ in Appendix B. Results show that the dependency of the scaled filtered drag on the scaled drift velocity is independent of choice of the microscopic drag law and the departure from linear relationship of the scaled filtered drag and the scaled...
drift velocity is less significant with a Gaussian filter.

F. Effect of Filtered Solid Volume Fraction

In the previous sections, we presented the scaled drag coefficient versus the scaled drift velocity and the scalar variance of solid volume fraction for various particle and domain sizes, gravitational accelerations, and domain-averaged solid volume fractions at one specific filtered solid volume fraction $\bar{\phi} = 0.1$. Here, we show how the scaled drift velocity and the scalar variance dependency of the scaled drag coefficient varies with filtered solid volume fraction. Figure 7a shows the scaled drag coefficient versus the scaled drift velocity for various filtered solid volume fractions. It is nearly independent of filtered solid volume fraction and once again, the scaled drag coefficient linearly increases as the scaled drift velocity increases except for large values of drift velocity. In Figure 7b, the scaled drag coefficient is shown as a function of the scalar variance for various solid volume fractions. One can see that the scaled drag coefficient is not just a function of the scalar variance alone.
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FIG. 7. Scaled filtered Eulerian drag coefficient as a function of (a) the scaled drift velocity and (b) the scalar variance of solid volume fraction for various filtered solid volume fractions. The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction $< \phi > = 0.1$. Froude numbers 65. Filter size $27d_p$. Simulation parameters are summarized in Table I.

We now turn our attention to the spread that we see in the plots displaying the scaled drag coefficient versus the scaled drift velocity. Figure 8 shows the scaled drag coefficient as a function of the scalar variance of solid volume fraction for various filtered solid volume fractions at specific scaled drift velocities. One can see that the scalar variance could be used
as a second marker for the drift velocity modeling. In particular, for \( \tilde{v}_{d,z}/(\tilde{u}_{g,z} - \tilde{u}_{s,z}) > -0.1 \), including scalar variance into the model will provide improvement. Following that analysis, we rescaled the abscissa in Figure 7b by \( \bar{\phi}(1 - \bar{\phi}) \) to bring the datasets together, but non-negligible \( \bar{\phi} \) dependence still remains (not shown). Introducing the scalar variance into the scaled drag coefficient modeling will be discussed in §V.

FIG. 8. Scaled filtered Eulerian drag coefficient as a function of the scalar variance of solid volume fraction for various filtered solid volumes at specific scaled drift velocities. Scaled drift velocities \( \tilde{v}_{d,z}/(\tilde{u}_{g,z} - \tilde{u}_{s,z}) \) are (a) 0, (b) \(-0.05\), (c) \(-0.2\) and (d) \(-0.6\). The legend is the same as in Figure 7. The reference drag coefficient \( \beta^* \) is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction \( <\phi> = 0.1 \). Froude numbers 65. Filter size 27 \( d_p \). Simulation parameters are summarized in Table I.

G. Effect of Cohesion

It is well-known that cohesive force may lead to agglomeration of particles and affect fluidization behavior of particles\(^{27,28,30,31,59–61}\). In particular, the micro-structure of particles is significantly affected by cohesive force and as a consequence, the drag force is expected
We performed two additional simulations with low and high cohesion levels to probe the importance of particle cohesion on the extent of correction to the drag force. In these simulations, the Hamaker constants for low and high cohesion levels are \( A^R = 10^{-19} \) and \( 10^{-18} \) J, respectively and the domain-averaged solid fraction \( < \phi > \) is equal to 0.3. In terms of dimensionless quantities, we express the strength of cohesion in terms of particle Bond number (see Table I). For the low and high cohesion cases, the particle Bond number assumes values of 96 and 960, respectively. The number of contacts per particles for simulations with and without cohesive force is given in Table II. The number of contacts increases as the cohesion force increases and the micro-structure of particles are significantly altered by the cohesion. Similar to the non-cohesive case, we computed the filtered drag coefficient and binned by the drift velocity and the scalar variance of solid volume fraction. The scaled drag coefficient results versus the scaled drift velocity and the scalar variance are shown Figures 9a and b. The scaled drag coefficient results with respect to the scaled drift velocity collapse for different cohesion levels. However, the effect of cohesion emerges weakly in the scalar variance results.

<table>
<thead>
<tr>
<th>Hamaker Constant, ( A^R ) [J]</th>
<th>Number of contacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ( 10^{-19} )</td>
<td>0.699</td>
</tr>
<tr>
<td>( 10^{-18} )</td>
<td>2.955</td>
</tr>
</tbody>
</table>

It is shown that the dependency of the scaled drag coefficient on the scaled drift velocity is the same for non-cohesive and cohesive particles. However, cohesive particles can be expected to form aggregates, which would fluidize differently than the primary particles. This would lead to different drift velocity values. A common and powerful approach to modeling gas-particle flows where dynamic agglomerates form through particle-particle cohesion has been to couple Eulerian continuity and momentum balances with a population balance model\textsuperscript{62–64}. In slightly cohesive systems where particle aggregates survive only fleetingly, for example in weakly cohesive Geldart group A particles subjected to fluidization, a simpler approach that incorporates the effects of cohesion into the drag and stress models directly (and not require additional population balance) is attractive. For example, studies have sought to extend the kinetic theory of granular materials, commonly used to simulate fluidization\textsuperscript{6} to
FIG. 9. Scaled filtered Eulerian drag coefficient as a function of (a) the scaled drift velocity and (b) the scalar variance of solid volume fraction for two cohesiveness levels: $A^R = 10^{-19}$ and $10^{-18}$ J. The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction $\langle \phi \rangle = 0.3$. Filtered volume fraction $\bar{\phi} = 0.4$. Froude numbers 65. Filter size $27d_p$. Simulation parameters are summarized in Table I.

We find that a correction for cohesion is not needed for the model relating the scaled drag coefficient to the scaled drift velocity. It then raises a question as to whether a model to estimate the drift velocity in filtered model simulations should explicitly account for the effect of cohesion.

The Hamaker constant for the “high cohesion” case considered in this study is larger than those of most common materials. Even at such high cohesion level, there seems to be only a weak change in the scaled drift velocity characteristics, as illustrated in Figure 10, where we have plotted the scaled drift velocity against the filtered solid volume fraction for two different filter sizes and two different cohesion levels. It is clear that cohesion changes the results minimally, with its effect being much weaker than that of filter size. Thus, it appears that in filtered models for flows of mildly cohesive Geldart group A particles, one can, as a reasonable first approximation, ignore effect of cohesion on constitutive model for scaled drift velocity and let the effect of cohesion enter only through stress model.
FIG. 10. Scaled drift velocity as a function of the filtered solid volume fraction for non-cohesive case and two cohesiveness levels: $A^R = 10^{-19}$ and $10^{-18}$ J. Filter sizes are $\Delta_f = 15 \, d_p$ and $27 \, d_p$. Domain-averaged solid volume fraction $\langle \phi \rangle = 0.3$. Froude numbers 65. Simulation parameters are summarized in Table I.

V. ASSESSMENTS OF MODELS FOR FILTERED DRAG COEFFICIENT IN TERMS OF SUB-GRID QUANTITIES

In order to estimate the scaled drag coefficient in filtered model simulations, we need (a) a model for it in terms of one or more sub-grid markers and (b) means of estimating these markers. In the previous sections, we were concerned with the first of these two items. Here we will address the second. Before doing that, we present computational data-derived models for the scaled drag coefficient in terms of the markers.

It is clear from Figure 7b that a model for the scaled drag coefficient is not just a function of the scalar variance. At the very least, it must involve the filtered solid volume fraction, $\langle \beta \rangle / < \beta^* > = f(\bar{\phi}, \bar{\phi}^*)$. Strictly speaking, such a representation is applicable only for a specific set of values for the dimensionless groups, and so it is not satisfactory. Therefore, we will not discuss the form of this equation further. Nevertheless, we present below a representative example (non-cohesive particles with $Fr_p = 65$), to obtain a quantitative assessment of the model that uses only the scalar variance as a marker. Specifically, we used a genetic algorithm in conjunction with the data in Figure 7b to create a look-up table.

In contrast, a model for the scaled drag coefficient in terms of drift velocity is simpler
and applicable to all values of dimensionless groups. It is given by:

$$\frac{<\beta_z>}{<\beta^*>} = 1 + \frac{\bar{v}_{d,z}}{\bar{u}_{g,z} - \bar{u}_{s,z}}.$$  \hfill (12)

The results in Figures 8 suggest that one can get a somewhat better prediction of the scaled drag coefficient by treating the scaled drift velocity and the scalar variance of solid volume fraction as two separate markers. Analysis of computational data from our simulations for various particle sizes, domain-average volume fractions, gravitational accelerations and strengths of cohesion leads to a model of the form:

$$\frac{<\beta_z>}{<\beta^*>} = \left(1 + \frac{\bar{v}_{d,z}}{\bar{u}_{g,z} - \bar{u}_{s,z}}\right) \left(1 + C^* \frac{\phi^2}{\bar{\phi}(1 - \bar{\phi})}\right)$$  \hfill (13)

with the model constant $C^*$ is $2.25 \pm 0.5$; the single marker model in terms of the scaled drift velocity (Eq. (12)) is obtained by neglecting the third term on the right-hand-side of Eq. (13). According to Eq. (13), if both scaled drift velocity and scalar variance of volume fraction are zero, the scaled drag coefficient is unity. This removes the apparent anomaly discussed earlier in §IVA. We then ask how good these correlations are by a priori analysis of data obtained in our computations. Although such analysis was done for several different cases, we only present the results for one representative example involving non-cohesive particles with $Fr_p = 65$. It is worth to note that analysis of the other cases leads to similar conclusion.

The drift velocity and the scalar variance are statistical sub-grid quantities computed by performing conditional averaging and they do have a scatter. Therefore, as an initial a priori test, we first assess their predictabilities for the effective drag modeling by computing the Pearson correlation coefficient and the probability density function of relative error between exact filtered drag coefficients from simulation data and predicted filtered drag coefficients by using the drift velocity and the scalar variance. The Pearson correlation coefficient is defined as

$$r(x; y) = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}}$$  \hfill (14)

with two datasets $\{x_1, ..., x_n\}$ and $\{y_1, ..., y_n\}$ each containing $n$ values. The symbols $\bar{x}$ and $\bar{y}$ are the mean values of the datasets. The correlation coefficient $r(x; y)$, computed by Eq.
(14) shows a priori predictability of basic model assumptions by quantifying the degree to which the structure of the filtered drag coefficient is captured by the model. To quantify the statistical accuracy of the models, we define the relative error as

$$e_i(x; y) \equiv \frac{x_i - y_i}{y_i}. \quad (15)$$

Pearson correlation coefficients between computed and predicted drag coefficients by using the drift velocity (Eq. (12)), only the scalar variance (look-up table of $f(\phi, \phi')^2$), both drift velocity and scalar variance (Eq. (13)) are shown in Figure 11a. The drift velocity shows an excellent performance in terms of the correlation coefficient and it asymptotically reaches to the value of 0.95 as the filter size increases. Including the scalar variance of solid volume fraction into the drift model, Eq. (13) (green points), provides only a marginal improvement of the prediction. The correlation coefficient is around 0.6 when only the scalar variance of particle volume fraction is used as a marker. In view of this, we discard the scalar variance of solid volume fraction as a useful single marker and focus on the drift velocity as the most valuable single marker.

Figure 11b shows the probability distribution function (PDF) of the relative error between measured and predicted drag coefficients by using the drift velocity or the scalar variance of solid volume fraction for filter sizes of $15d_p$ and $27d_p$. It is clear that the PDFs of relative error is significantly narrower when the drift velocity is used as the marker instead of the scalar variance. Using both drift velocity and scalar variance of solid volume fraction leads to a small shift of the PDF towards positive abscissa values. The above correlation coefficient and PDF analyses assumed that we knew the value of drift velocity and the scalar variance of solid volume fraction, but one does not have direct access to them in filtered model simulations; they have to be estimated and the associated error can be expected to degrade the predictability of scaled drag coefficient. We now examine this issue for a model for the scaled drag coefficient relying only the scaled drift velocity. Parmentier et al.\textsuperscript{21} and Ozel et al.\textsuperscript{14} modeled the drift velocity as:

$$\tilde{u}_{d,i} = \kappa h(\bar{\phi}) f(\Delta^*) (\tilde{u}_{g,i} - \tilde{u}_{s,i}), \quad (16)$$

where the constant $\kappa$ is dynamically evaluated by a scale-similarity method. The local model constant $\kappa$ could be positive or negative due to the local structure of the flow. Positive
\[ r = \frac{\beta_{\text{exact}} - \beta_{\text{predicted}}}{\sigma_{\beta_{\text{exact}}} + \sigma_{\beta_{\text{predicted}}}} \] (Eq. 12)

\[ \delta_{\text{d},z} + \phi_{\text{r}}^2 \] (Eq. 13)

\[ e \left( \beta_{\text{exact}} - \beta_{\text{predicted}} \right) \] (look-up table)

FIG. 11. (a) Pearson correlation coefficients between exact and predicted drag coefficients using the drift velocity (Eq. 12), only the scalar variance (look-up table of \( f(\phi, \phi_{\text{r}}^2) \)), both drift velocity and scalar variance (Eq. (13)) for various filter sizes. (b) Probability distribution function of relative error between exact and predicted drag coefficients using the drift velocity, only the scalar variance, and both drift velocity and scalar variance for various filter sizes: \( \Delta f = 15d_p \) and \( 27d_p \). The reference drag coefficient \( \beta^* \) is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction \(< \phi > = 0.1\). Froude numbers 65. Simulation parameters are summarized in Table I.

\( \kappa \) refers to reduction of the drag force and the negative \( \kappa \) refers to increase in the drag force.\(^{68-70}\) We showed in an earlier study\(^{36}\) that the function \( h(\bar{\phi}) \) computed from Euler-Lagrange simulations is of the form suggested by Parmentier et al.\(^{21}\):

\[ h(\bar{\phi}) = \sqrt{\frac{\bar{\phi}}{\phi_{\text{max}}}} \left( 1 - \frac{\bar{\phi}}{\phi_{\text{max}}} \right)^2 \times \left( 1 - C_{h,2} \frac{\bar{\phi}}{\phi_{\text{max}}} + C_{h,3} \left( \frac{\bar{\phi}}{\phi_{\text{max}}} \right)^2 \right) \] (17)

with constants \( C_{h,1}, C_{h,2} \) and \( C_{h,3} \) assuming values of 0.1, 1.88, 5.16 for non-cohesive particles with \( Fr_p = 65 \), respectively. The numerical values of the constants in this equation change somewhat for other Froude numbers, but this change is not relevant for the current model assessment analysis. The following model is proposed by Ozel et al.\(^{14}\) to capture the filter size dependency:

\[ f(\Delta^*) = \frac{\Delta^*2}{C_{f,1} + \Delta^*2} \] (18)
with the constant $C_{f,1}$ equal to 0.15 and $\Delta^*$ is given by

$$\Delta^* = \frac{\bar{\Delta}}{\tilde{\tau}_p |\tilde{V}_r|}$$

(19)

where $\tilde{\tau}_p$ is the filtered relaxation time, $|\tilde{V}_r|$ is the magnitude of the filtered relative velocity and $\bar{\Delta}$ is the filter width. Our results extracted from Euler-Lagrange simulations for non-cohesive particles with $Fr_p = 65$ could be captured by

$$f(\Delta^*) = \frac{(\Delta/d_p)^2}{108 + (\Delta/d_p)^2}$$

(20)

Note that in this equation, the filter size is scaled with $d_p$, which is different from the scaling relation used by Ozel et al.\textsuperscript{14}. This difference is irrelevant for the current analysis, as the analysis of predictability is being presented for a specific example. Using Eqs. (16), (17) and (20), along with the scale-similarity approach to estimate $\kappa$ (see Parmentier et al.\textsuperscript{21} and Ozel et al.\textsuperscript{14} for details), one can first estimate the drift velocity from the filtered variables and then the scaled drag coefficient. The accuracy of this estimate can be judged through a Pearson correlation analysis. As shown in Figure 12a, the coefficient is now diminished, reflecting the error introduced by the scale-similarity model for the drift velocity. The corresponding PDF results are presented in Figure 12b.

It should be noted that several authors have sought to model the scaled drag coefficient using only quantities that would be readily available in filtered model simulations. As an example, we proposed a model for the scaled drag coefficient that is a function of the filtered solid volume fraction and the filtered relative velocity. As discussed in Appendix C such models fare less satisfactorily.

VI. SUMMARY

We have performed Euler-Lagrange simulations of gas-solid flow in periodic domains to study the effective drag force model to be used in coarse-grained Euler-Lagrange and filtered Euler-Euler models. In these simulations, we varied particle and domain-sizes, gravitational acceleration, domain-averaged solid volume fraction and strength of van der Waals force by adjusting the Hamaker constant. We first applied the box filter on the simulation results and then computed the scaled Eulerian drag coefficient (drag coefficient normalized by the
FIG. 12. (a) Pearson correlation coefficients between exact and predicted drag coefficients using the drift velocity, Eq. (12), and the dynamic drift velocity model, Eq. (16), for various filter sizes. (b) Probability distribution function of relative error between exact and predicted drag coefficients using the drift velocity and the dynamic drift velocity model for filter sizes: $\Delta f = 15d_p$ and $27d_p$. The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction $<\phi>=0.1$. Froude number 65. Simulation parameters are summarized in Table I.

microscopic drag coefficient evaluated at the filtered solid volume fraction and filtered phase velocities), the scaled drift velocity (drift velocity normalized by the filtered relative velocity) and scalar variance of solid volume fraction. The results show that the scaled drag coefficient is a simple function of the scaled drift velocity and it linearly decreases as the scaled drift velocity decreases. The findings in the current Euler-Lagrange simulations are consistent with what has been found in a Lattice-Boltzmann-Discrete-Element-Method study for much smaller systems. The Euler-Euler simulations by Parmentier et al. and Ozel et al. considered much larger systems than the ones probed in our study, which also yielded similar results.

In contrast, the scaled drag coefficient is not a simple function of the scalar variance of solid volume fraction, making it a less attractive marker. However, it affords a modest improvement as a second marker, with the scaled drift velocity as the first marker. Interestingly, we found a little difference in the dependence of the scaled drag coefficient on the scaled drift velocity between cohesive and non-cohesive particles. Furthermore, the dependency of the drift velocity on the filtered volume fraction and filter size was unaffected by the strength of cohesion over a wide range. This led us to conclude that in the filtered Euler-Euler model for Geldart group A particles, one need not be concerned with the effect
of cohesion on the drag closure. Differentiation between cohesive and non-cohesive systems is then expected to come from solid stress modeling.

We have also compared exact filtered drag coefficients observed in the simulations with those determined through a model using the drift velocity and the scalar variance extracted from simulations as single markers. We present Pearson correlation coefficients and probability density functions of relative error of exact and predicted drag coefficients and show that the drift velocity is a distinctly superior marker. The correlation coefficient is higher even for larger filter sizes, which is attractive from the point of view of coarse modeling. Using the scalar variance of solid volume fraction as a second marker, with the drift velocity being the first marker, is shown to lead to a small improvement in the estimation of drag correction.

The sub-grid markers are not available in coarse-grid simulations and must be estimated to accurately predict the drag force. We assess the scale similarity model for drift velocity proposed by Parmentier et al.\textsuperscript{21} and Ozel et al.\textsuperscript{14} and find that correlation coefficient is degraded appreciably. This suggests that we need a better model to estimate the drift velocity. A natural next step would be to develop a transport equation for the drift velocity, which is suggested as a direction for future study.
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Appendix A: Mathematical Modeling

In the Discrete Element Method (DEM)\textsuperscript{42}, particles are tracked by solving Newton’s equations of motion:

\begin{align*}
    m_i \frac{dv_i}{dt} &= \sum_j (f^n_{c,ij} + f^t_{c,ij}) + \sum_k f_{v,ik} + f_{g,p,i} + m_ig \\
    I_i \frac{d\omega_i}{dt} &= \sum_j T_{t,ij} 
\end{align*}

(A1) (A2)

In the equations, particle $i$ is spherical and has mass $m_i$, moment of inertia $I_i$, translational and angular velocities $v_i$ and $\omega_i$. $f^n_{c,ij}$ and $f^t_{c,ij}$ are the normal and tangential contact forces.
forces between two particles $i$ and $j$; $f_{v,ik}$ is the van der Waals force from the interaction between two particles $i$ and $k$; $f_{g-p,i}$ is the total interaction force on the particle $i$ due to surrounding gas (explained further below), and $m_i g$ is the gravitational force. The torque acting on particle $i$ due to particle $j$ is $T_{t,ij}$. $T_{t,ij} = R_{ij} \times f_{c,ij}^t$, where $R_{ij}$ is the vector from the center of particle $i$ to the contact point. The particle contact forces $f_{c,ij}^n$ and $f_{c,ij}^t$ are calculated by the following as:

$$f_{c,ij}^n = \frac{4}{3} Y^* \sqrt{r^* \delta_n^3/2} \mathbf{n}_{ij} + 2 \sqrt{\frac{5}{6}} \beta \sqrt{S_n m_i^* v_{ij}^n},$$

$$f_{c,ij}^t = \begin{cases} -8G^* \sqrt{r^* \delta_n t_{ij}} + 2 \sqrt{\frac{5}{6}} \beta \sqrt{S_t m_i^* v_{ij}^t} & \text{for } |f_{c,ij}^t| < \mu_s |f_{c,ij}^n| \\ -\mu_s |f_{c,ij}^n| \frac{t_{ij}}{|t_{ij}|} & \text{for } |f_{c,ij}^t| \geq \mu_s |f_{c,ij}^n|, \end{cases}$$

where

$$\frac{1}{Y^*} = \frac{1 - \nu_i^2}{Y_i} + \frac{1 - \nu_j^2}{Y_j}, \quad \frac{1}{r^*} = \frac{1}{r_i} + \frac{1}{r_j},$$

$$\beta = \frac{\ln(e)}{\sqrt{\ln^2(e) + \pi^2}}, \quad S_n = 2Y^* \sqrt{r^* \delta_n},$$

$$\frac{1}{G^*} = \frac{2(2 + \nu_i)(1 - \nu_j)}{Y_i} + \frac{2(2 + \nu_j)(1 - \nu_j)}{Y_j}, \quad S_t = 8G^* \sqrt{r^* \delta_n}. $$

The subscripts $i$, $j$ denote spherical particle $i$ and $j$, and the superscript * denotes the effective particle property of those two particles. The effective particle mass $m^*$ is calculated as $m^* = m_i m_j / (m_i + m_j)$; $Y$ is Young’s modulus; $G$ is shear modulus; $\nu$ is Poisson’s ratio; $r$ is particle radius; $\delta_n$ is normal overlap distance; $\mathbf{n}_{ij}$ represents the unit normal vector pointing from particle $j$ to particle $i$; $\mathbf{v}_{ij}^n$ represents the normal velocity of particle $j$ relative to particle $i$; $\mathbf{t}_{ij}$ represents the tangential displacement obtained from the integration of the relative tangential velocity during the contact, $\mathbf{v}_{ij}^t$, and $\mu_s$ is the particle sliding friction coefficient.

The van der Waals force $f_{v,ik}$ between particles $i$ and $k$ is modeled as,

$$f_{v,ik} = -f_{v,ik} \mathbf{n}_{ik} = \begin{cases} -F_{vdw}(A, s) \mathbf{n}_{ik} & \text{for } s_{\text{min}} < s < s_{\text{max}} \\ -F_{vdw}(A, s_{\text{min}}) \mathbf{n}_{ik} & \text{for } s \leq s_{\text{min}}. \end{cases}$$
Here, $F_{vdw}$ is the magnitude of van der Waals force between particles $i$ and $k$ given by\textsuperscript{37} as:

$$F_{vdw}(A, s) = \frac{A 2r_i r_k(r_i + r_k + s)}{3 s^2(2r_i + 2r_k + s)} \left[ \frac{s(2r_i + 2r_k + s)}{(r_i + r_k + s)^2} - \frac{(r_i - r_k)^2}{4} \right]^2, \quad (A9)$$

where $A$ is the Hamaker constant which depends on the material properties\textsuperscript{74}, and $s$ is the distance between the particle surfaces. It is assumed that the force saturates at a minimum separation distance, $s_{\text{min}}$, which corresponds to typical inter-molecular spacing.\textsuperscript{75} This constant maximum force is also applied when the particles are in contact. As the magnitude of the van der Waals force decreases rapidly as the distance between the surfaces increases, a maximum cutoff distance $s_{\text{max}} = (r_i + r_k)/4$\textsuperscript{76} is employed to speed up the simulation. For $s > s_{\text{max}}$, the van der Waals force is not accounted for.

To accelerate computations, simulations typically employ a soft Young’s modulus ($Y^S$) that is much smaller than the real value ($Y^R$). The superscript $S$ denotes that the parameter corresponds to the case where a soft Young’s modulus is used, and the superscript $R$ denotes that the parameters correspond to real particle properties. However, as shown previously\textsuperscript{28,31,61,77–79}, this cohesion model, Eqs. (A9) and (A8), and the Johnson-Kendall-Roberts cohesion model\textsuperscript{80} would yield simulation results that are dependent on Young’s modulus of particles. Thus, a different cohesion model is requisite if one needs to soften the particles without significantly affecting the simulation results. A modified cohesion model has been developed\textsuperscript{78} based on conserving cohesive energy to produce results that are insensitive to Young’s modulus. This modified cohesion model is used in the simulations and shown below:

$$f_{v,ik}^M = f_{v,ik}^M \begin{cases} -F_{vdw}(A^R, s - s_o)n_{ik} & \text{for } s_{\text{min}}^S < s < s_{\text{max}} \equiv (r_i + r_k)/4 \\ -F_{vdw}(A^S, s_{\text{min}}^R)n_{ik} & \text{for } s \leq s_{\text{min}}^S \end{cases} \quad (A10)$$

with $A^S$ is calculated by $A^S = A^R(Y^S/Y^R)^{2/5}$. The parameter $s_{\text{min}}^S$ is the minimum separation distance for the soft Young’s modulus, and $s_o$ is an additional model parameter. They can be found by solving the following equations:

$$F_{vdw}(\theta, s_{\text{min}}^R) = F_{vdw}(1, s_{\text{min}}^S - s_o) \quad (A11)$$

with $\theta = Y^S$.
\[
F_{\text{vdw}}(1, s_{\text{min}}^R) s_{\text{min}}^R + \int_{s_{\text{min}}^R}^{s_{\text{max}}^R} F_{\text{vdw}}(1, s) ds = f_{v,i,k}(\theta, s_{\text{min}}^R) s_{\text{min}}^R + \int_{s_{\text{min}}^R}^{s_{\text{max}}^R} F_{\text{vdw}}(1, s-s_o) ds, \quad (A12)
\]

where \( s_{\text{max}} \) is \((r_i + r_k)/4\), and \( \theta \) is \((Y^S/Y^R)^{2/5}\).

The fluid phase is modeled by solving the following conservation of mass and momentum equations in terms of the locally averaged variables over a computational cell:

\[
\frac{\partial}{\partial t} (1 - \phi) + \nabla \cdot [(1 - \phi) \mathbf{u}_g] = 0, \quad (A13)
\]
\[
\rho_g (1 - \phi) \left( \frac{\partial \mathbf{u}_g}{\partial t} + \mathbf{u}_g \cdot \nabla \mathbf{u}_g \right) = -\nabla p_g + \nabla \cdot \mathbf{\tau}_g + \Phi_d + \rho_g (1 - \phi) \mathbf{g}. \quad (A14)
\]

Here, \( \rho_g \) is the density of the gas which is assumed to be constant, \( \phi \) is the solid volume fraction, \( \mathbf{u}_g \) is the gas velocity, \( p_g \) is the gas phase pressure, \( \mathbf{\tau}_g \) is the gas phase deviactoric stress tensor. The total gas-particle interaction force per unit volume of the mixture \( -\Phi_d \), exerted on the particles by the gas, is composed of a generalized buoyancy force due to the slowly-varying (in space) local-average gas phase stress \( (\nabla p_g + \nabla \cdot \mathbf{\tau}_g) \) and the force due to the rapidly-varying (in space) flow field around the particles.

In finite volume method based computations employed in our simulations, \( \Phi_d \) in any computational cell is related to \( f_{g \to p,i} \) of all the particles in that cell as

\[
\Phi_d = -\sum_{i} \frac{f_{g \to p,i}}{V},
\]

where \( V \) is the volume of the computational cell. On a per particle basis, the total interaction force on the particle by the gas can be written as

\[
f_{g \to p,i} = -\nabla p_g \big|_{x=x_{p,i}} + \nabla \cdot \mathbf{\tau}_g \big|_{x=x_{p,i}} + f_{d,i},
\]

where \( \nabla p, \mathbf{\tau}_g \big|_{x=x_{p,i}} \) is the particle volume and \( f_{d,i} \) is the drag force calculated by the\(^{48}\) drag law. Subscript \( i \) indicates that quantities are per particle, and that fluid phase properties have been interpolated at the particle position, \( |_{x=x_{p,i}} \). The gas phase deviactoric stress tensor contribution is relatively insignificant in \( f_{g \to p,i} \) for modeling gas-fluidized beds of particles\(^{12}\) and hence ignored. The total interaction force is mapped on the Eulerian grid using a mollification kernel \( \xi \) characterized by a smoothing length equal to the mesh spacing \( \Delta \) by following\(^{11}\). The kernel function \( \xi \) is defined by

\[
\xi(\mathcal{L}) = \begin{cases} 
\frac{1}{4} \mathcal{L}^4 - \frac{5}{8} \mathcal{L}^2 + \frac{115}{192}, & \text{if } \mathcal{L} \leq 0.5 \\
-\frac{1}{6} \mathcal{L}^4 + \frac{5}{6} \mathcal{L}^3 - \frac{5}{4} \mathcal{L}^2 + \frac{5}{24} \mathcal{L} + \frac{55}{96}, & \text{if } 0.5 < \mathcal{L} \leq 1.5 \\
\frac{(2.5-\mathcal{L})^4}{24}, & \text{if } 1.5 < \mathcal{L} \leq 2.5 \\
0, & \text{otherwise}
\end{cases} \quad (A15)
\]
where the symbol $L = d/\Delta$ and $d$ is the distance from the particle position $x_{p,i}$ to face center coordinate $x$. The total force is mapped over the 27 nearest cells around the particle location. The fluid variables at the particle position are computed by a linear interpolation using the distance weightings $L$.

### Appendix B: Effect of Filter Type and Microscopic Drag Law

Figure 13a shows the variation of the scaled filtered drag with the scaled drift velocity for Wen and Yu$^{48}$ and Beetstra et al.$^{58}$ drag laws for $\Delta_f = 27 d_p$ and $\bar{\phi} = 0.1$. In these simulations, the domain size is $180 d_p \times 180 d_p \times 720 d_p$ with a particle diameter of $145 \mu m$ and domain-averaged solid volume fraction $< \phi >$ of 0.1. It shows that the dependency of the scaled filtered drag on the scaled drift velocity is independent of choice of the microscopic drag law.

To study the effect of filter type on the filtered drag coefficient, we also explored the use of a Gaussian filter to compute the scaled drag coefficient and the scaled drift velocity. The polynomial function approximation of a continuous Gaussian function$^{81}$ (see Eq. (A15)) was used to compute the weights of the filtering kernel. We used a limited number of neighboring cells $n_{cell}$ instead of looping over all cells in the domain to avoid excessive computational expense. The limited number of neighboring cells $n_{cell}$ is given by $(\Delta_f/\Delta)^3$.

Figure 13b shows the scaled drag coefficient as a function of the scaled drift velocity with box and Gaussian filters for $\Delta_f = 27 d_p$ and $\bar{\phi} = 0.1$. This result shows that departure from linear relationship is less significant with a Gaussian filter. Thus, the choice of filter has a small effect on the closure model, which is not surprising in a problem with multi-scale structure. Why a Gaussian filter would offer a more linear relation than a box filter will be explored in a future study. This comparison clearly emphasizes that the one should adopt a consistent choice of filter in both model formulation and subsequent application.

### Appendix C: Assessment of Effective Drag Modeling Using Filtered Quantities

Igci et al.$^{20}$ correlated the scaled drag coefficient for a chosen filter size using only $\bar{\phi}$ as a marker. Several authors$^{22,23,26}$ included the filtered relative velocity, $\tilde{u}_{g,i} - \tilde{u}_{s,i}$, as an additional marker in their correlations. These models did not adjust any parameters dynamically.
via a scale similarity approach (unlike Eq. (16) above where \( \kappa \) is determined dynamically). Ozarkar et al.\(^8\) compared the predictions of filtered two fluid model simulations with experimental data and found that including the filtered relative velocity as an additional marker led to a significant improvement in the predictions. Figure 14 shows the variation of the scaled drag coefficient with the scaled relative velocity for different filter sizes and one particular \( \bar{\phi} \); these results were extracted by post-processing the snapshots from a simulation with non-cohesive particles with \( Fr_p = 65 \). Similar results are obtained for other filtered solid volume fractions as well.

A lookup table was created using these results (at each filter size) through an artificial neural network scheme. This lookup table was then used to determine the Pearson correlation coefficient for each filter size. Figure 15a shows the Pearson coefficients for several different filter sizes, while Figure 15b shows the PDFs for two filter sizes. For comparison, these figures also include the results for the drift velocity approach (which were presented in Figures 11a and b). It is clear that the drift velocity is considerably superior; estimating the drift velocity via a scale similarity method (Figure 12) is still much better than explicit use of filtered relative velocity as a marker. It seems reasonable to conclude that the dynamic adjustment plays an important role in affording superior predictions.

FIG. 13. Scaled filtered Eulerian drag coefficient as a function of the scaled drift velocity for (a) Wen and Yu\(^{48}\) and Beetstra et al.\(^{58}\) drag laws and (b) box and Gaussian filters with Wen and Yu\(^{48}\) drag law. The reference drag coefficient \( \beta^* \) is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction \( < \phi > = 0.1 \). Filtered volume fraction \( \bar{\phi} = 0.1 \). Filter size \( \Delta_f = 27 d_p \).
FIG. 14. Scaled filtered Eulerian drag coefficient as a function of the scaled relative velocity for various filter sizes. The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction $<\phi> = 0.1$. Filtered volume fraction $\Phi = 0.1$. Froude number 65. Simulation parameters are summarized in Table I.

FIG. 15. (a) Pearson correlation coefficients between exact and predicted drag coefficients using the drift velocity and the relative velocity model for various filter sizes. (b) Probability distribution function of relative error between exact and predicted drag coefficients using the drift velocity and the relative velocity model for filter sizes: $\Delta_f = 15 d_p$ and $27 d_p$. The reference drag coefficient $\beta^*$ is based on the filtered relative velocity and the filtered solid volume fraction. Domain-averaged solid volume fraction $<\phi> = 0.1$. Froude numbers 65. Simulation parameters are summarized in Table I.
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\begin{align*}
\tilde{u}_{d,z} / (\tilde{u}_{g,z} - \tilde{u}_{s,z})
\end{align*}
(a) 
\[
\frac{\tilde{v}_{d,z}}{\langle \tilde{u}_{g,z} - \tilde{u}_{s,z} \rangle} \leq \beta^* \leq \beta_z
\]

(b)
\[
\frac{\langle \phi' \rangle}{\langle \phi^* \rangle}
\]

---

Fr_p = 65
Fr_p = 286
Fr_p = 799
\[
\tilde{v}_{d,z} / (\tilde{u}_{g,z} - \tilde{u}_{s,z})
\]
\[
\Delta f = \begin{cases} 
15 \delta_p, & \phi > 0.1 \\
27 \delta_p, & \phi > 0.3 
\end{cases}
\]

\[
\bar{u}_{d,z}/(\bar{u}_{g,z} - \bar{u}_{s,z})
\]
\[ \tilde{v}_{d,z} / (\tilde{u}_{g,z} - \tilde{u}_{s,z}) \]
\[ \frac{\bar{v}_{d,z}}{\bar{u}_{g,z} - \bar{u}_{s,z}} < \beta_z < \beta^* \]

\[ \phi = 0.05, 0.10, 0.20, 0.30, 0.40 \]

\[ \frac{\bar{v}_{d,z}}{\bar{u}_{g,z} - \bar{u}_{s,z}} \]
\[ \tilde{v}_{d,z} / \tilde{v}_{g,z} = 0.05 \]

\[ \tilde{v}_{d,z} / \tilde{v}_{g,z} = 0.2 \]
\[
\tilde{v}_{d,z} / (\tilde{u}_g,z - \tilde{u}_s,z)
\]
\[ \phi \cong \frac{\tilde{v}_{d,z}}{(\tilde{u}_{g,z} - \tilde{u}_{s,z})} \]

\[ \Delta f = 15 \]

\[ A_R = 0, \Delta f = 15 \]

\[ A_R = 10^{-19}, \Delta f = 15 \]

\[ A_R = 10^{-18}, \Delta f = 27 \]

\[ A_R = 10^{-17}, \Delta f = 27 \]

\( p \)
\( \tilde{v}_{d,z} \), Eq.(12)

\( \tilde{v}_{d,z} + \phi_2^* \), Eq.(13)

\( \phi_2^* \) (look-up table)

\( \Delta f/d_p \)

\( \Delta f = 15 \quad d_p \)

\( \Delta f = 27 \quad d_p \)
$\tilde{v}_{d,z} / (\tilde{u}_{g,z} - \tilde{u}_{s,z}) < \beta_{z} / < \beta^{\ast}_{z}>$

Wen & Yu drag

Beetstra et al. drag

Box filter

Gaussian filter
\[ \frac{(\tilde{u}_{g,z} - \tilde{u}_{s,z})}{v_t} < \beta_z / < \beta^{*} > \]

\[ \Delta f = 15 \]

\[ \Delta f = 21 \]

\[ \Delta f = 27 \]

\[ \Delta f = 33 \]
\( \beta z_{\beta} |_{\text{exact}} ; \beta z_{\beta} |_{\text{predicted}} \)