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Abstract—Most of today’s task-based spoken dialogue systems perform poorly if the user goal is not within the system’s task domain. On the other hand, chatbots cannot perform tasks involving robot actions but are able to deal with unforeseen user input. To overcome the limitations of each of these separate approaches and be able to exploit their strengths, we present and evaluate a fully autonomous robotic system using a novel combination of task-based and chat-style dialogue in order to enhance the user experience with human-robot dialogue systems. We employ Reinforcement Learning (RL) to create a scalable and extensible approach to combining chat and task-based dialogue for multimodal systems. In an evaluation with real users, the combined system was rated as significantly more “pleasant” and better met the users’ expectations in a hybrid task+chat condition, compared to the task-only condition, without suffering any significant loss in task completion.

I. INTRODUCTION

Spoken dialogue systems, e.g. [1], [2], [3], are generally task-based and often fail to engage with users, concentrating instead on discovering a user’s goal through multiple dialogue turns (such as booking a flight or finding a suitable restaurant). The same holds true for dialogue systems used in Human-Robot Interaction (HRI), e.g. [4], [5], [6]. On the other hand, chatbots (such as [7]) are focused on entertainment. They do not support execution of user tasks or transactions, because they have a limited memory and do not perform true language understanding, thus being unable to determine users’ goals. Systems such as Siri and the Amazon Echo do combine some aspects of chat and task-based interaction, but generally only react to single user turns/commands, and do not support extended multi-turn dialogue to discover user goals. To create a more integrated approach to dialogue in HRI, the dialogue itself needs to support both entertaining chat and multi-step interaction for meeting user goals. To this end, the presented work focuses on enabling a robotic agent to combine a task-based dialogue system with chat-style interaction to fulfill the required tasks while at the same time being natural and engaging to interact with.

The problem domain addressed here is a shopping mall scenario where HRI should not only focus on fulfilling user tasks such as providing guidance to certain shops and giving vouchers, but also needs to be entertaining to create a natural and fun interaction for the visitors. Addressing this problem of carrying out a mixture of task-based and chat-style dialogues, we are combining the two technologies of task-based dialogue and chatbots resulting in a system that fulfills users’ expectations and is (as we show) more pleasant to interact with. In contrast to previous approaches (e.g. [8]), we use Reinforcement Learning (RL) instead of hand-crafted rules to decide when to chat and when the execution of a task is required. This provides scalability and flexibility to the system making it applicable in more complex problems, as suggested in [9]. We then evaluated this first approach to applying such a hybrid dialogue system to HRI in a user-study with lay participants and a fully autonomous robotic system (see Fig. 1).

II. RELATED WORK

There has been some limited work on combining chat- and task-based dialogue, though none of it has been in the context of HRI. In [8], a text-based hybrid system combines a Dialogue Manager with a Chatbot. The system implemented was rule-based and able to communicate only via text, and was evaluated by 3 different subjects of different educational background. The system showed promising results, being capable of holding long conversations, but only in issue-based dialogues (meaning that “it views dialogue as the raising and resolving of questions” [8]).

A hybrid system was also proposed in [10] merging a chatbot with a dialogue manager in a rule-based manner. Their proposed system would have access to both a local and external knowledge base, that along with the user dialogue input would be able to create a model of the user’s intention and simultaneously keep track of the user’s interactions with the world. This prototype system was evaluated using actual users, conversing with the system “following a predefined
context and set of example tasks” [10]. The system was successfully achieving the objectives for creating a conversational agent with an external knowledge base.

Both these systems, although somewhat successful in providing semantic representations combined with chatbot conversation, are lacking in terms of extensibility and maintainability, due to their rule-based development process. New rules must be written by expert developers for each new domain and task, and there is no guarantee of optimality for the dialogue management decisions defined in this way. By contrast, systems using Reinforcement Learning (RL) can be trained on data, or via interaction with users, and can learn optimal dialogue policies, e.g. [2], [3], [6]. Therefore it is of interest to determine whether combined chat/task multimodal dialogue systems for HRI can also be trained using RL methods.

Concurrently with our work, [11] also explore an RL method for combing chat and task-based dialogue, although in the context of a movie promotion system rather than for multimodal HRI. They found that the addition of chat behaviour enhanced user engagement.

Note that none of the above systems use multimodal information (e.g. from a robot’s sensors) to enrich the dialogue, as is required for a holistic approach to HRI. To show the feasibility of including such information, our system uses the distance between the robot and the human during dialogue management as one of the features for adaptation, but RL also provides the capability to use a wider variety of sensory inputs, since RL dialogue management permits highly complex decision making over large state-spaces.

### III. SYSTEM COMPONENTS

To create a more engaging intelligent agent for HRI, we developed a multimodal dialogue system which combines chat and task-based dialogue, based on work presented in [9]. In contrast to previous approaches, we are using Reinforcement Learning (RL) to switch between the conditions (chat or task) in an adaptive and scalable manner. In the following, we describe the dialogue management process, the robot hardware, and the global planner used for the experiment in Sec. IV. All components have been developed for the Robot Operating System (ROS).

#### A. Robot

To test the system, we used the Pepper robot\(^1\). Pepper is a 1.21m tall humanoid robot (see Fig. 1) with a holonomic mobile base, two arms with 4 Degrees of Freedom (DoF), two hands with 2 DoF, and a 2 DoF head. The mobile base hosts 3 laser scanners and 2 sonars. The head is comprised of an ASUS Xtion depth camera and two RGB cameras with VGA resolution all of which are used for face and people detection. The head also hosts a 4 microphone array used for audio recording and two loudspeakers (one on either side) for speech synthesis. For speech recognition, Nuance Cloud\(^2\) is used.

#### B. Speech Processing

To enable chat-style dialogue, the system uses a collection of AIML files forming the chatbot Rosie\(^3\) using the Program-Y\(^4\) AIML 2.0 interpreter. The utterance string (pattern) is encoded and send to the chatbot via REST calls, where an appropriate response (template) is formulated and fed back to the call. To switch from chat to task-based dialogue, the task-related state variables as shown in the

---

\(^1\)http://doc.aldebaran.com/2-5/home_pepper.html

\(^2\)http://www.nuance.com

\(^3\)http://github.com/pandorabots/rosie

\(^4\)http://keiffster.github.io/program-y/
example dialogue in Tab. I are switched based on specific words and phrases used during the interaction.

C. Reinforcement Learning

On each consequent turn, the dialogue manager decides which action to take based on a trained Markov Decision Process (MDP) policy $\pi^*$. The policy was designed and trained using BURLAP [12], a Java-based framework for RL. The standard Q-Learning algorithm [13] was used to train the agent, using hand-crafted simulated users emulating how they could react to each action the agent takes. For example, if the agent responds to a user task utterance (such as “Where can I get a coffee?”) with chat, the simulated user will leave the conversation with probability 0.9.

For training, the discount factor $\gamma$ was set to 0.99, since the agent should care about long-term rewards, while the learning rate $\alpha$ was kept fixed at 0.1. In order for the agent to explore as much as possible during the early stages of the training, an $\epsilon$-greedy policy is followed with an initial $\epsilon$ of 0.9, decaying after each turn $i$, $\epsilon = \epsilon \cdot \frac{1}{\sqrt{i+1}}$.

The system’s states, denoting the agent’s knowledge about its environment at any given time, are represented with 12 features e.g.: Distance, TaskCompleted, UserEngaged, etc. (see Tab. I for the full list), resulting in a state-space of approx. 82944 states for policy learning.

The action space consists of 8 actions $a_t \in A$ where $A = \{\text{PerformTask, Greet, Goodbye, Chat, GiveDirections, Wait, RequestTask, RequestShop}\}$. Most of these actions are converted to text using a mixture of template-based generation and database lookup, and are then synthesised as combinations of speech and robot gestures. PerformTask can be unpacked in several other tasks, depending on the context of the information given (CtxTask). For example if the user requested a discount or a voucher for a specific shop, the robot will present the image of a voucher in QR code on its screen.

The reward function is optimising for successful task completion as well as higher engagement, and thus awards each completed task with +10, and +5 for each consequent turn. It also penalises when the user abruptly leaves (i.e. without a ‘goodbye’ phase) with -100. Starting the training process, the initial Q-values were set to 0 ($Q(s_0, a_0) = 0$).

This system was able to discover optimal actions which human designers would have difficulty anticipating, for example: to trigger the chat behaviour in particular multimodal state configurations where the user is moving away from the robot and a task is incomplete.

D. Execution Framework

The actions of the robot that are not executed as a dialogue action, e.g. finding a person to interact with and starting the dialogue, are controlled by a combination of two existing approaches, i.e. ROSPlan [14] and Petri-Net Plans (PNP) [15]. The benefit of using PNPs is the fast and robust execution of sequences of actions comparable to a Finite State Machine (FSM). In order to prevent hand-crafting these PNPs, we employ ROSPlan to create an appropriate sequence of actions required to achieve the given goal, e.g. engage a human in dialogue, which is subsequently transformed into a PNP and immediately executed. All this happens online and in real-time, i.e. $t \leq 1s$ to generate an action sequence, transform it into a PNP, and start execution. While this allows for fast and flexible sequencing and execution of actions in real-world scenarios, the highly controlled nature of the experimental environment does not necessarily require such a system. Hence, the execution framework is only described for the sake of completeness to allow for reproduction of the described experiment.

IV. EXPERIMENT DESIGN AND EVALUATION

The human-robot dialogue system was evaluated via a user study in which human subjects interacted with the Pepper acting autonomously using the system described above; all interactions were in English. The physical setup of the experiment can be seen in Fig. 2.

A. Experimental Scenario

The task and the setup chosen in the study were considered as first steps towards understanding how a humanoid social robot should behave in the context of a shopping mall while providing useful information to the mall’s visitors. To this end, participants were asked to imagine that they were entering a shopping mall they had never been to before where the robot was installed in the entry area interacting with visitors one at a time. Participants were asked to complete as many as possible of the following five tasks:

- Get information from the robot on where to get a coffee.
- Get information from the robot on where to buy clothes.
- Get the directions to the clothing shop of their choice.
- Find out if there are any current sales or discounts in the shopping mall and try to get a voucher from the robot.
- Make a selfie with the robot.

Instructions were given to use natural language spontaneously while interacting with the robot.

B. Participants and Experimental Design

In order to explore the benefits of using a combination of task-based and chat-style interaction, two conditions were compared, i.e. purely task-based dialogue (T) and task-based dialogue combined with a chatbot (C) as described in Sec. III. In the first condition, the robot would simply reply...
“I am afraid I cannot help you with that” wherever the Chat action would have been triggered in the second condition. A within-subject design was used to compare these two conditions. The order of conditions was assigned pseudo-randomly to each participant, avoiding a learning bias in the collected data, and ensuring that half of the participants start with condition T and the other half with condition C.

41 people (13 females, 28 males) agreed to participate in our study, ranging in age from 18 to 38 (M=24.46, SD=4.72). The majority of them were students that had no or little previous experience with robots.

Participants were initially given a briefing script describing the goal of the task and providing hints on how to better communicate with the robot, e.g. “wait for your turn to speak” and “please keep in mind that the robot only listens to you while its eyes are blinking blue”\(^5\). We reassured our participants that we were testing the robot, not them, and controlled environment-introduced biases by avoiding non-task-related distractions during the experiment. During experimental sessions, participants stood in front of the robot and the experimenter was hidden in another corner of the room but available in case the participant would need any help (see Figure 2). At the end of the experiment participants were debriefed and received a £10 gift voucher. The duration of each session did not exceed thirty minutes.

C. Dependent Variables

We collected a range of objective measures from the log files and audio recordings of the interactions. Following [16], we considered two categories of the objective measures based on those used in the PARADISE framework [17]: conversational efficiency and dialogue quality. In addition, we also considered a range of subjective measures for a qualitative evaluation. For that, after each interaction session participants were asked to fill in a questionnaire to assess their perception of the robot.

Conversational Efficiency was assessed based on how successful participants were in performing the given tasks with the help of the robot. Conversational efficiency was evaluated using the number of tasks completed during a session, the number of performed robot actions, the number of system turns, and the number of tasks completed per turn.

Dialogue Quality concentrated on the success of interaction and was evaluated using the duration of a dialogue, the number of human turns, the human turns per system turn, and the confidence scores from speech recognition.


Validity of the used questionnaire was tested by measuring its internal consistency with Cronbach’s α, which was equal to 0.93 (high consistency). Based on the high value of the Cronbach's α, we assume that that our participants in the given context interpreted the robot characteristics, provided in the questionnaire, in an expected way.

V. RESULTS

Results of the data analysis revealed that participants were successful in performing the given tasks in both experimental conditions, with the average number of completed tasks being 3.98 (SD = 0.95) in the task-only condition and 3.93 (SD = 1.10) in the hybrid task+chat condition (see Table II). The number of completed tasks was not significantly different between the two conditions (one-sided T-test, p = 0.83), the same holds for the number of tasks per turn (p = 0.68), system turns (p = 0.28), and the number of actions performed by the robot (p = 0.25). To summarise, the findings showed no significant difference between the two conditions in terms of conversational efficiency, and on average the participants were not adversely affected by the style of conversation when performing their tasks.

| TABLE II: Results of conversational efficiency and dialogue quality in two conditions. M denotes mean value, SD - standard deviation. |
| --- | --- | --- |
| measure | task only | chat+task |
| number of tasks | M=3.98, SD=0.95 | M=3.93, SD=1.10 |
| number of actions | M=5.85, SD=0.80 | M=5.65, SD=0.74 |
| system turns | M=18.73, SD=7.74 | M=21.05, SD=10.73 |
| tasks per turn | M=0.24, SD=0.11 | M=0.23, SD=0.12 |
| duration, sec | M=203.99, SD=80.43 | M=228.99, SD=117.02 |
| human turns | M=20.03, SD=10.69 | M=17.10, SD=7.10 |
| human turns per system turn | M=0.91, SD=0.07 | M=0.94, SD=0.05 |
| confidence of speech recognition | M=0.51, SD=0.01 | M=0.51, SD=0.02 |

In terms of dialogue quality, the results of the data analysis show that the number of human turns, human turns per system turn, and confidence of speech recognition all have very similar values in both conditions. However, the duration of interaction, although being not significant (one-sided T-test, p = 0.21), differed more and was on average 25 sec (12%) longer in the hybrid task+chat dialogue condition, compared to the task only condition, with a maximum duration of 578 sec in the hybrid condition vs 409 sec in the task only condition (41% longer).

Longer duration of conversation, on the one hand, might mean more frustration and inefficiency in the conversation. On the other hand, longer conversation might mean a more engaging and entertaining interaction experience for a human. The results of the data analysis reveal that a longer
duration of a conversation does not have a significant influence on the number of completed tasks during interaction (Granger Causality test, p = 0.57), as shown in Fig. 3, left. In general, the results show that longer conversations do not affect efficiency of interaction in a negative way.

In order to understand whether longer conversations make a better interaction experience for the human, we analysed the results of the robot perception questionnaire. In general, participants more often gave higher scores and less often give lower or average scores to the robot in the hybrid task+chat condition, compared to the task-only condition (see Fig. 4).

The results of the Wilcoxon Signed Rank Tests revealed that humans rated the robot as significantly more “pleasant” (p < 0.005, average of 0.42 point higher) in a hybrid task+chat condition, compared to the task-only condition. In addition, the robot was assessed as “it met expectations” significantly better in the hybrid condition (p < 0.05, average of 0.39 point higher), compared to the task-only condition. Moreover, the right part of Fig. 3 shows that a longer duration of the conversation with the robot does not result in lower ratings neither in the task-only nor in the hybrid condition. These results suggest that longer conversation with the robot might mean a more engaging and entertaining interaction experience for the human. All other questions did not show any significant differences between the conditions.

VI. DISCUSSION

Our evaluation shows that the participants rated the hybrid task+chat condition significantly higher on a 5 point Likert scale regarding pleasantness of the interaction and meeting their expectations, while all other questions did not show any significant differences between the conditions. Especially the rating for meeting the users’ expectations suggests that a system that is able to chat in addition to just fulfil given tasks is more natural to interact with. Moreover, the higher rating for pleasantness of the interaction indicates that this kind of dialogue management system is more engaging to interact with. This is supported by the fact that the duration of the interaction was longer in the hybrid task+chat condition even if not significantly. However, this longer duration might also be an indication that the system was more cumbersome to use and not as efficient in fulfilling the required tasks – but our data does not support this argument, because there is no statistically significant difference between the number of system or human turns and tasks completed between the two conditions, as can be seen from Tab. II. Moreover, none of the questionnaire results concerning this issue show significantly different results either.

In general, the hybrid task+chat system received higher ratings in the questionnaires more often than the task only conditions, as can be seen from Fig. 4. This is another indication that the robot is more engaging to interact with when being able to chat. One of the participants put it nicely when commenting on the hybrid task+chat system: “It was interesting to see that the more I interacted with the robot the more I could discover new possible questions and answers. This made me feel that I could actually try to make a conversation with the robot.”

Limitations The system presented here is currently rather simple in terms of the chat ability. The chatbot is standard software that has not been fully adapted to the domain of a shopping mall. This has led to confusion once in a while, where participants wanted directions to a non-existent shop
X and asked “How do I get to X” and the chatbot replied “A lot of hard work”. While this might be perceived as funny, it is not particularly helpful as a means of clarifying if there is a shop X in the shopping mall or not. Future work will have to address this issue by being able to classify even non-existent items or shops as such, and trigger a task that informs the user of the fact that this shop is not present.

The control condition was a task-based dialogue system which is the current standard in HRI. However, the option of just replacing every chat action of the hybrid task+chat system with saying “I am sorry. I cannot help you with that.” is a rather simple way of dealing with the problem of task unrelated statements or questions. A more sophisticated system that is able to inform the user of possible tasks the robot can perform instead might have scored higher in the ratings. However, we also had feedback that welcomed this simple form of reply about the incapability of dealing with the recognised input: “If it didn’t know the answer, it wouldn’t give me a related answer, it would just tell me it didn’t know,” which was categorised as positive by one of the participant.

A technical limitation of the presented system, as for most dialogue systems, is the reliability of the Automatic Speech Recognition (ASR). The Nuance ASR as used for the presented experiment often misunderstood given commands or would interpret even short pauses as the end of a statement, and participants often mentioned this issue in the questionnaire. In these cases the task-only condition would produce the statement that the robot cannot help with this whereas the chatbot would answer the partially heard sentence in some way. Since this problem is common to all dialogue systems using voice input and the target domain of a shopping mall generally is a very noisy environment, the chatbot offers a possible mean of dealing with this issue and still being able to produce some form of reply other than stating not being able to help.

VII. CONCLUSION AND FUTURE WORK

We presented and evaluated a first approach of a fully autonomous robotic system using a novel combination of task-based and chat-style dialogue. We employed Reinforcement Learning (RL) to create a scalable approach to combining these two modalities, while being able to easily enrich the used feature vector by including information from the robot’s sensors in addition to verbal information. Our experiment showed that our participants found the proposed system more pleasant to interact with and had the feeling that it met their expectations better than a purely task-based version of the same approach. On average, participants interacted longer with the robot without impeding the overall task efficiency, which indicates that this kind of robotic agent is more engaging than a purely task-based one. This presents a first step towards a holistic approach to HRI, being able to not only respond to utterances related to an a-priori defined set of tasks but also being able to chat with the human interaction partner.

To further improve the user experience and cope with uncertainty that would arise in real life applications in a shopping mall, future work the MDP model for RL will be substituted with a POMDP or a related approach such as deep reinforcement learning [20]. This might also provide better results when additional multimodal inputs are employed (e.g. sentiment/emotion analysis from video). The chatbot will also be replaced with one trained on data more suitable to the domain. A more accurate user model will be designed based on collected data, as opposed to the hand-crafted user simulation utilised in this research.
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