Abstract

We examine a finite dimensional truncation of the discrete coagulation-fragmentation equations that is designed to allow mass to escape from the system into clusters larger than those in the truncated problem. The aim is to be able to model within a finite system the process of gelation, which is a type of phase transition observed in aerosols, colloids etc.. The main result is a centre manifold calculation that gives the asymptotic behaviour of the truncated model as time $t \to \infty$. Detailed numerical results show that truncated system solutions are often very close to this centre manifold, and the range of validity of the truncated system as a model of the full infinite problem is explored for systems with and without gelation. The latter cases are mass conserving, and we provide an estimate using quantities from the centre manifold calculations of the time period the truncated system can be used for before loss of mass is apparent. We also include some observations on how numerical approximation can be made more reliable and efficient.
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1 Introduction

Consider a system of a large number of clusters of particles. The particles consist of an integer number of monomers and we can scale the mass so that the mass of the monomer is 1. The mass of a $j$-cluster consisting of $j$ monomers is then $j$. The equations are used to model phenomena including particles suspended in the atmosphere, colloids, polymers and recently, telomere length maintenance in chromosomes, see §4.2 and [12].

The clusters can coagulate to form larger clusters or fragment to form smaller ones. Let $c_j(t) \geq 0$ be the concentration of clusters of size $j$. The coagulation-fragmentation equations are for $j = 1, 2, \ldots$

$$c'_j = \frac{1}{2} \sum_{k=1}^{j-1} W_{j-k,k} - \sum_{k=1}^{\infty} W_{jk}, \quad c_j(0) \geq 0 \tag{1.1}$$
where a prime denotes $\frac{d}{dt}$ and $W_{jk} = a_{jk}c_jc_k - b_{jk}c_{j+k}$. The constants $a_{j,k} \geq 0$ are the coagulation coefficients while the constants $b_{j,k} \geq 0$ are the fragmentation coefficients. We assume that $a_{j,k}$ and $b_{j,k}$ are symmetric.

The mass of clusters of size $j$ at time $t$ is $jc_j(t)$. The total mass or density of the system is then

$$M_1(t) = \sum_{j=1}^{\infty} jc_j(t). \quad (1.2)$$

In the derivation of the model (1.1), for each coagulation and fragmentation event the total mass is conserved, so we might expect that $M_1(t)$ is constant. In certain circumstances however, the density decreases. The mathematical reason is that larger and larger clusters are forming which escape to infinity. Physically this is interpreted as some of the particles being transferred to a new phase. This mass loss is known as gelation. The question of when gelation occurs depends on the kinetic coefficients $a_{j,k}$ and $b_{j,k}$ as well as the initial data.

As an example of gelation, consider the case $a_{j,k} = jk$, $b_{j,k} = 0$ and initial data $c_j(0) = \delta_{j,1}$. The solution [13, 14] is

$$c_j(t) = \begin{cases} \frac{j^{j-3}e^{-jt}}{j(j-1)!} & 0 \leq t \leq 1, \\ \frac{c_j(1)}{t} & t > 1. \end{cases} \quad (1.3)$$

Also,

$$M_1(t) = \begin{cases} 1 & t \leq 1, \\ \frac{1}{t} & t > 1. \end{cases} \quad (1.4)$$

The loss of mass at time $t = 1$ is associated with the formation of an infinite cluster. We also note that the second moment is given by

$$M_2(t) = \sum_{j=1}^{\infty} j^2c_j(t) = (1 - t)^{-1}$$

and this becomes infinite at the gelation point $t = 1$.

This paper studies a finite dimensional system which is often used to numerically solve (1.1). The $n-$dimensional truncation that we study is

$$c_j' = \frac{1}{2} \sum_{k=1}^{j-1} W_{j-k,k} - \sum_{k=1}^{n-j} W_{jk} - \sum_{k=n-j+1}^{n} a_{jk}c_jc_k, \quad c_j(0) \geq 0 \quad (1.5)$$

for $j = 1, 2, \ldots, n$. The approximation is well suited to studying gelation since the density $M_1(t)$ is non-increasing. The reasons for the choice of truncation are discussed in the next section.

Figure 1 shows results from the truncated system (1.5) for the pure coagulation example above with $a_{j,k} = jk$, $b_{j,k} = 0$ and initial data $c_j(0) = \delta_{j,1}$. The figure shows a sharp decrease in $M_1(t)$ at approximately $t = 1$ and the rate of decay is very close to that given by (1.4). Different system sizes are used, and the truncated system mass appears to converge to the exact gelation behaviour (1.4) as $n$ increases.

In this paper we assume that detailed balance holds:

$$a_{j,k}Q_jQ_k = b_{j,k}Q_{j+k} \quad (1.6)$$
Figure 1: The mass in the truncated system (1.5) solution for \( a_{j,k} = jk \), \( b_{j,k} = 0 \) and initial data \( c_j(0) = \delta_{j,1} \) with maximum cluster sizes \( n = 4, 8, 16, 32, 64 \). The exact solution is given by (1.3) and the exact mass by (1.4).

for some \( Q_j > 0 \) with \( Q_1 = 1 \). The infinite system (1.1) has equilibrium solutions of the form

\[
    c_j = Q_j z^j, \quad j = 1, 2, \ldots
\]

with density \( \sum_{j=1}^{\infty} jQ_j z^j \), as long as the series is finite. The only equilibrium solution to the finite dimensional problem (1.5) is the zero solution and all solutions of (1.5) converge to zero as \( t \to \infty \). However, numerical studies show that for solutions of (1.5), the truncated density

\[
    M^n_1(t) = \sum_{j=1}^{n} j c_j(t)
\]

decays very slowly. In fact, solutions seem to look like the equilibrium solutions (1.7). For small initial densities, we use centre manifold results to prove that for solutions of (1.5),

\[
    c_j(t) \approx Q_j (u(t))^j, \quad 1 \leq j \leq n
\]

where

\[
    u(t) \approx \eta \ t^{-1/n}
\]

with \( \eta \) a positive constant. Since the decay of (1.10) is very slow, this provides some explanation as to why in numerical calculations we see that solutions behave like equilibria and decay slowly. We also present some numerical solutions to support the above asymptotic results. For an earlier application of centre manifolds to the long time asymptotics of coagulation equations see [8].

2 Finite dimensional truncations

In order to develop a numerical scheme for solving coagulation-fragmentation equations of the form (1.1) we need to have a maximum size \( n \) for clusters. A natural way to do this is to solve the truncated system

\[
    c_j' = \frac{1}{2} \sum_{k=1}^{j-1} W_{j-k,k} - \sum_{k=1}^{n-j} W_{jk}, \quad j = 1, 2, \ldots, n.
\]

3
The above system is often used for mathematical studies of (1.1). For example, see [2]. Existence of solutions to (1.1) is proved by solving (2.1) and letting \( n \to \infty \). Solutions obtained in this way are called admissible and it is important to only consider this class of solutions since in general there are non-physical solutions to the infinite system [3, 10].

Solving (2.1) is a reasonable method for approximating solutions to the infinite system in certain cases. However, for (2.1) \( \sum_{j=1}^{n} j c_j' = 0 \) and so the truncated density \( M_1^n \) given by (1.8) is constant, which is not a useful property if we are studying gelation.

The truncated model (1.5) proposed here for numerical studies of (1.1) is derived in an analogous way to that of the truncation of a continuum coagulation-fragmentation equation in [1]. In both cases, truncation of the system is done such that coagulation allows for mass to be lost into larger clusters than are contained in the model, while these larger clusters are not allowed to fragment and feed mass back into the truncated system. We consider the truncated model (1.5) in more detail below.

First consider the pure coagulation case obtained with \( b_{j,k} \equiv 0 \) in (1.5):

\[
c_j' = \frac{1}{2} \sum_{k=1}^{j-1} a_{j-k,k} c_{j-k} c_k - c_j \sum_{k=1}^{n} a_{j,k} c_k,
\]

for \( j = 1, 2, \ldots, n \). This is the so-called “minimal \( n \)-truncation” of the pure coagulation version of (1.1) examined in [7]. It is called “minimal” because it sets to zero the smallest number of kinetic coefficients \( a_{j,k} \) in (1.1), i.e. those with \( \max(j,k) > n \). It models the coagulation interactions

\[
(j \text{ cluster}) + (k \text{ cluster}) \to (j + k \text{ cluster})
\]

for all cluster sizes \( 1 \leq j, k \leq n \). As the truncated system does not include clusters of size \( j + k > n \), their mass is lost from the system and it is shown in [7, Prop. 3] that the truncated density \( M_1^n \) of this pure coagulation problem satisfies (2.2) below.

Second, consider the pure fragmentation case of (1.5) with \( a_{j,k} \equiv 0 \):

\[
c_j' = \sum_{k=1}^{n-j} b_{j,k} c_{j+k} - \frac{c_j}{2} \sum_{k=1}^{j-1} b_{j-k,k},
\]

for \( j = 1, 2, \ldots, n \). This is a “maximal \( n \)-truncation” in the nomenclature of [7], because it sets to zero the largest number of kinetic coefficients \( b_{j,k} \) in (1.1), i.e. those with \( j + k > n \). Clusters of size \( > n \) are not allowed to fragment and to inject mass into the truncated system. It is relatively straightforward to show that \( \sum_{j=1}^{n} j c_j' = 0 \) here, and so the fragmentation process conserves the truncated density \( M_1^n \).

Combining the results above for the coagulation-fragmentation truncated model (1.5) and assuming that all concentrations \( c_j \geq 0 \) gives

\[
\frac{dM_1^n(t)}{dt} = - \sum_{j=1}^{n} \sum_{k=n-j+1}^{n} j a_{j,k} c_j c_k \leq 0.
\]  

(2.2)

The truncated density may be decreased by coagulation, but is unaffected by fragmentation. The non-increasing density property (2.2) is what we require to mimic gelling solutions in the infinite system (1.1).
Global existence of a unique solution to (1.5) with $c_j(t) \geq 0$ for all $j$ is proved by standard arguments (see for example [3]). Suppose that the initial data are nonzero, that is, $c_k(0) > 0$ for some $k$. If some of the kinetic coefficients are zero, then some of the differential equations may decouple with $c_r(t) = 0$ for some $r$ and all $t$. We make the simplest assumption which leads to the positivity of solutions. As well as the assumption (1.6) made about detailed balance we assume

$$a_{1,k} > 0, \quad b_{1,k} > 0 \quad k \geq 1. \quad (2.3)$$

**Theorem 2.1.** Assume (2.3), detailed balance (1.6) and let $c(t)$ be a solution to (1.5) with nonzero initial data. Then $c_j(t) > 0$ for all $j$ and $t > 0$. Also, the only equilibrium solution of (1.5) is the zero solution and $c(t) \to 0$ as $t \to \infty$.

**Proof.** The positivity result was originally proved in [3, Theorem 4.2] for the infinite system (1.1). The proof is easily modified for the finite dimensional case (1.5).

Using the positivity of solutions and (2.3), $M^*_n(t)$ is a strictly decreasing Lyapunov function and the convergence result follows by standard arguments. \(\square\)

### 3 Asymptotics for the finite dimensional case

In this section we study the details of the large time behaviour of (1.5) under the assumptions that detailed balance (1.6) and positivity of coefficients (2.3) hold. Theorem 2.1 establishes that $c(t) \to 0$ as $t \to \infty$ and we use Centre Manifold theory (see e.g. [4, 11]) to study small solutions of (1.5) and their rate of decay to 0.

The general setting for centre manifold analysis around the zero solution following e.g. [4, 11] is to rearrange the system under consideration into the form

$$\begin{align*}
x' &= Ax + f(x,y), \\
y' &= By + g(x,y),
\end{align*} \quad (3.1)$$

where $x \in \mathbb{R}^m, y \in \mathbb{R}^{n-m}$, square matrices $A, B$ are constant, and $f, g$ contain the non-linear terms. The eigenvalues of $A$ must have real part 0, and those of $B$ must have real part $< 0$. We also need the nonlinear terms $f, g$ and their Jacobian matrices $Df, Dg$ to vanish at $(x, y) = (0, 0)$. Then from [4, Thm. 1] there exists $h(x) \in C^2$ such that $y = h(x)$ is an invariant manifold for (3.1) and $h(0) = 0, Dh(0) = 0$. Flow on the centre manifold is governed by the $m$ dimensional system

$$u' = Au + f(u, h(u)) \quad (3.2)$$

and [4, Thm. 2] gives the asymptotic behaviour as $t \to \infty$

$$x(t) = u(t) + \mathcal{O}(e^{-\gamma t}), \quad y(t) = h(u(t)) + \mathcal{O}(e^{-\gamma t})$$

where $\gamma > 0$ is constant. Substituting $y(t) = h(x(t))$ into (3.1) and rearranging gives

$$Dh(x) (Ax + f(x, h(x))) = Bh(x) + g(x, h(x)), \quad (3.3)$$

an equation for $h$ together with the conditions $h(0) = 0, Dh(0) = 0$. This is generally impossible to solve explicitly, but approximation of $h(x)$ in powers of $x$ to high enough order is sufficient in what follows.
Now consider the problem (1.5). To establish the dimension of the centre and stable manifolds we write it as \( c' = F(c) \) where \( c, F \in \mathbb{R}^n \), and find the eigenvalues of the Jacobian matrix \( DF(c) \) at \( c = 0 \). The matrix is

\[
DF(0) = \begin{pmatrix}
0 & 0 & \cdots & 0 \\
0 & b_{1,1} & \cdots & b_{1,n-1} \\
& B
\end{pmatrix}
\]

where sub-matrix

\[
B = \begin{pmatrix}
-\gamma_1 & b_{2,1} & b_{2,2} & \cdots & b_{2,n-2} \\
0 & -\gamma_2 & b_{3,1} & \cdots & b_{3,n-3} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -\gamma_{n-2} & b_{n-1,1} \\
0 & \cdots & \cdots & 0 & -\gamma_{n-1}
\end{pmatrix}
\]  

with

\[
\gamma_j = \frac{1}{2} \sum_{k=1}^{j-1} b_{j-k,k} \geq \frac{1}{2} b_{1,j-1} > 0
\]

from assumption (2.3). The eigenvalues of the upper triangular matrix \( DF(0) \) are its diagonal elements \( \{0, -\gamma_1, \ldots, -\gamma_{n-1}\} \) and so from the Centre Manifold Theorem [11, Thm. 8.1] the zero solution has a centre manifold of dimension 1 (one eigenvalue with real part 0), and the dimension of the stable manifold is \( n - 1 \) (since there are \( n - 1 \) eigenvalues with real part < 0).

To carry out the analysis of (1.5) it is convenient to replace the equation for rate of change of monomer density by one for the rate of change of truncated density \( M_1^n \) from (1.8). We change variables from \((c_1, c_2, \ldots, c_n)\) to \( x, y \) where

\[
y_r = c_r, \quad 2 \leq r \leq n \quad \text{and} \quad x = M_1^n = \sum_{r=1}^{n} rc_r.
\]

We write \( y = [y_2, y_3, \ldots, y_n]^T \) so \( y \in \mathbb{R}^{n-1} \). For ease of notation in writing down the equations we make use of \( y_1 = y_1(x, y_2, y_3, \ldots, y_n) \) defined by

\[
y_1 = x - \sum_{r=2}^{n} ry_r.
\]

The scalar \( y_1 \) is not part of the vector \( y \).

Equations (1.5) can now be written in the centre manifold analysis form (3.1) as

\[
x' = f(x, y), \quad y' = By + g(x, y)
\]

where \( x \in \mathbb{R}^1, \ y \in \mathbb{R}^{n-1}, \ A = 0, \) matrix \( B \) is as defined in (3.4), equation (2.2) gives

\[
f(x, y) = -\sum_{j=1}^{n} j \sum_{k=n-j+1}^{n} a_{j,k}y_jy_k,
\]

and \( g: \mathbb{R}^n \to \mathbb{R}^{n-1} \) with components \( g_r, r = 2, 3, \ldots, n \). The components are given by

\[
g_r(x, y) = \frac{1}{2} \sum_{k=1}^{r-1} a_{r-k,k}y_{r-k}y_k - \sum_{k=n-r+1}^{n} a_{r,k}y_ky_r
\]

with \( y_1 = y_1(x, y) \) given by (3.7). The functions \( f, g \) clearly satisfy the required conditions \( f(0, 0) = 0, g(0, 0) = 0, \ DF(0, 0) = 0 \) and \( Dg(0, 0) = 0 \).
Theorem 3.1. Assume detailed balance (1.6), positivity of coefficients (2.3) and let \( c(t) \) be a solution to (1.5) with nonzero initial data which is not on the stable manifold. Define \( k_n \) by

\[
k_n = n \sum_{j=1}^{n} j a_{j,n-j+1} Q_j Q_{n-j+1}.
\]  \hspace{1cm} (3.11)

Then as \( t \to \infty \),

\[
c_j(t) = Q_j(k_n t)^{-j/n}(1 + o(1)), \quad j = 1, 2, \ldots, n \]

\hspace{1cm} (3.12)

Proof. We consider the equivalent problem (3.8). It follows from [4, Thm. 1] that there is a centre manifold \( y = h(x) \) with \( h : \mathbb{R} \to \mathbb{R}^{n-1} \). We write the components of \( h \) as \( h_r \) for \( 2 \leq r \leq n \). We also introduce the scalar

\[
h_1(x) = x - \sum_{r=2}^{n} r h_r(x).
\]  \hspace{1cm} (3.13)

The equation on the centre manifold is, from (3.2) with \( A = 0 \) and (3.9),

\[
u' = f(u, h(u)) = - \sum_{j=1}^{n} j \sum_{k=n-j+1}^{n} a_{j,k} h_j(u) h_k(u)
\]  \hspace{1cm} (3.14)

with \( h_1 \) defined by (3.13). Since \( u' < 0 \) we have that \( u(t) \) will decay to zero as \( t \to \infty \). We need a better approximation than \( h(u) = \mathcal{O}(u^2) \) in order to find the decay rate. To do this we use [4, Thm. 3] and construct an approximation \( \phi(u) \) of \( h(u) \) with the required properties. Let \( \phi : \mathbb{R} \to \mathbb{R}^{n-1} \) with \( \phi(u) = \mathcal{O}(u^2) \) as \( u \to 0 \). We write the components of \( \phi \) as \( \phi_r \) for \( 2 \leq r \leq n \). We also define the scalar \( \phi_1(u) \) by

\[
\phi_1(u) = u - \sum_{r=2}^{n} r \phi_r(u).
\]  \hspace{1cm} (3.15)

We define

\[
(M\phi)(u) = \phi'(u) f(u, \phi(u)) - B\phi(u) - g(u, \phi(u))
\]  \hspace{1cm} (3.16)

so that \( (Mh)(x) = 0 \), a rearrangement of (3.3). Our aim is to choose \( \phi \) so that \( (M\phi)(u) = \mathcal{O}(u^q) \) for some \( q > 2 \) so that by centre manifold theory, \( h(u) = \phi(u) + \mathcal{O}(u^q) \).

For each \( u > 0 \), let \( z(u) \) be the unique solution of

\[
u = \sum_{r=1}^{n} r Q_r(z(u))^r = z(u) + \sum_{r=2}^{n} r Q_r(z(u))^r,
\]

so that

\[
z(u) = u + \mathcal{O}(u^2) \quad \text{as} \quad u \to 0
\]  \hspace{1cm} (3.17)

where the \( Q_j \) are defined by the detailed balance relations (1.6).

We define \( \phi(u) \) with components \( \phi_r \) for \( 2 \leq r \leq n \) by \( \phi_r(u) = Q_r(z(u))^r \). From (3.15) the scalar \( \phi_1(u) \) is

\[
\phi_1(u) = u - \sum_{r=2}^{n} r Q_r(z(u))^r = z(u).
\]
Since $\phi_1(u) = z(u)$ and $Q_1 = 1$, we have that
\[
\phi_r(u) = Q_r(z(u))^r, \quad 1 \leq r \leq n, \quad (3.18)
\]
in the same form as the infinite system equilibrium solution (1.7). We show that with this choice of $\phi$ in (3.16),
\[
(M\phi)(u) = O(u^{n+1}). \quad (3.19)
\]
We first estimate $\phi'(u)f(u, \phi(u))$. Now
\[
f(u, \phi(u)) = -\sum_{j=1}^{n} \sum_{k=n-j+1}^{n} a_{j,k}\phi_j(u)\phi_k(u).
\]
In the above sum, $j + k \geq n + 1$ and by (3.17) and (3.18), $\phi_r(u) = O(u^r)$ for all $r$. It follows that $f(u, \phi)$ is of order
\[
\sum_{j=1}^{n} \sum_{k=n-j+1}^{n} z^{j+k} = O(u^{n+1}).
\]
For $r \geq 2$,
\[
\phi'_r(u) = rQ_rz^{r-1}(u)z'(u),
\]
so that
\[
\phi'(u)f(u, \phi(u)) = O(u^{n+2}).
\]
Next we estimate the $r$ component of the second term of $g$ in equation (3.10) which is
\[
\sum_{k=n-r+1}^{n} a_{j,k}\phi_r(u)\phi_k(u).
\]
Using $\phi_r(u) = O(u^r)$ for all $r$, this term is of order
\[
\sum_{k=n-r+1}^{n} z^{r+k} = O(z^{n+1}).
\]
The remaining terms in $B\phi + g(u, \phi(u))$ involve sums of terms $W_{j,k}$ with
\[
W_{j,k} = a_{j,k}\phi_j\phi_k - b_{j,k}\phi_{j+k}.
\]
We show that all of these terms are zero. Using (3.18), for $j, k \geq 1$,
\[
W_{j,k} = a_{j,k}Q_jQ_kz^{j+k} - b_{j,k}Q_{j+k}z^{j+k} = (a_{j,k}Q_jQ_k - b_{j,k}Q_{j+k})z^{j+k} = 0
\]
by detailed balance. This completes the proof of (3.19).
It follows that the components of the centre manifold $h$ are given by
\[
h_r(u) = Q_r(z(u))^r + O(u^{n+1}), \quad (3.20)
\]
for $r \geq 2$. From (3.13)
\[
h_1(u) = u - \sum_{r=2}^{n} rQ_r(z(u))^r + O(u^{n+1}) = z(u) + O(u^{n+1}),
\]
so that (3.20) holds for all \( r \).

The equation (3.14) on the centre manifold is \( u' = f(u, h(u)) \), and using (3.20)

\[
f(u, h(u)) = - \sum_{j=1}^{n} \sum_{k=n-j+1}^{n} a_{jk} Q_j Q_k z^{j+k} + \mathcal{O}(u^{n+2}).
\]

In the above sum, we only need to keep the terms with \( j + k = n + 1 \) since the others are \( \mathcal{O}(u^{n+2}) \). Hence

\[
f(u, h(u)) = -u^{n+1} \sum_{j=1}^{n} ja_{j,n-j+1} Q_{j} Q_{n-j+1} + \mathcal{O}(u^{n+2}).
\]

Since \( u(t) \to 0 \) as \( t \to \infty \), the equation on the centre manifold may be written as

\[
u' = -k_n n^{-1} u^{n+1}(1 + o(1)) \tag{3.21}
\]

where \( k_n \) is defined by (3.11). Integrating the above equation,

\[
u(t) = (k_n t)^{-1/n}(1 + o(1)). \tag{3.22}
\]

It follows from Centre Manifold theory that for large \( t \)

\[
x(t) = u(t) + \mathcal{O}(e^{-\gamma t}), \quad c_r(t) = h_r(u(t)) + \mathcal{O}(e^{-\gamma t}), \quad r \geq 2.
\]

Using this together with (3.17), (3.20) and (3.22) proves the asymptotic relation (3.12) and this completes the proof of the theorem. \( \square \)

4 Examples

We consider the truncated system (1.5) applied to two different examples here. The first in Section 4.1 conserves density in the infinite system, and the second in Section 4.2 can undergo gelation. We examine how the asymptotic results of Theorem 3.1 relate to the numerical results. Some comments on the particular difficulties and details of the numerical approximation are given in Section 4.3.

4.1 Example 1: mass conserved in infinite system

We let \( a_{jk} = b_{jk} = 1 \) for all \( j, k \), so that detailed balance holds with \( Q_j = 1 \) for all \( j \). For this case, all admissible solutions of the infinite system (1.1) conserve density [3]. We approximate the solution of the truncated system (1.5) with initial data

\[
c_1(0) > 0, \ c_r(0) = 0, r = 2, \ldots, n. \tag{4.1}
\]

Details of the numerical approximation are given in Section 4.3. Note that \( c_1(0) = M_1^n(0) \), where \( M_1^n(t) \) is defined by (1.8). Since these initial data are not on the stable manifold, Theorem 3.1 implies that

\[
\lim_{t \to \infty} (k_n t)^{j/n} c_j(t) = 1
\]
Example 1. Truncated system size $n=16$

Figure 2: Comparison of actual concentrations, quasi steady state and centre manifold asymptotics for Example 1. The solid lines are the solution of the Example 1 problem with initial data (4.1) where $c_1(0) = 1$, and the dashed lines show the $\infty$ steady state values up to $t \approx 2000$, and then the asymptotic values $c_r(t) \approx (k_n t)^{-j/n}$ given in Theorem 3.1.

where

$$k_n = n \sum_{j=1}^{n} j a(j, n-j+1) Q_j Q_{n-j+1} = \frac{n^2(n+1)}{2}. $$

The other important time scale is given by the eigenvalues $-\gamma_r$ of matrix $B$ defined by (3.5). This is related to the duration of the initial transient part of the solution. For this example $\gamma_r = (r-1)/2$ for $r = 2, \ldots, n$, and so the initial transient should be damped out like $O(e^{-t/2})$.

We show results in Figure 2 for truncated system size $n = 16$ with $M_1(0) = 1$. We see that the initial transient lasts for about 10 time units, which is consistent with the predicted $O(e^{-t/2})$ behaviour. After that the solution stays very close to the quasi steady state $c_j = z_n^j$, where

$$\sum_{j=1}^{n} j z_n^j = M_1(0)$$

for the given initial density $M_1(0) = 1$, and finally undergoes a long slow decay approaching the predicted centre manifold asymptotics

$$c_j(t) \approx (k_n t)^{-j/n}, \quad j = 1, \ldots, n$$
Example 1. Mass of truncated system size $n$

<table>
<thead>
<tr>
<th>$n$</th>
<th>Solution</th>
<th>Centre Manifold</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Comparison of truncated system mass (solid lines) with the approximate centre manifold mass $\sum_{j=1}^{n} j(k_n t)^{-j/n}$ for $n = 4, 8, 16, 24$ for Example 1 with initial data (4.1) where $c_1(0) = 1$.

quite clearly. In this case $z_{16}$ is very close to the infinite steady state value

$$z_\infty = \frac{2M_1(0) + 1 - \sqrt{1 + 4M_1(0)}}{2M_1(0)},$$

and this is true whenever $n$ is big enough.

The total mass in the truncated system of size $n = 16$ is almost conserved up to the end of the quasi steady state period shown on Figure 2, and then it decreases slowly as predicted by Theorem 3.1. This behaviour is replicated for bigger truncated systems, where the period the mass is conserved for increases, while the decay rate decreases. We show the total mass in the truncated system for different values of $n$ in Figure 3. The mass conserving period also increases if the initial density is decreased. In these cases, if the initial transient has long enough to die away, then the intersection between the steady state concentrations $c_j(t) \approx z_j^\infty$ and the centre manifold asymptotic curves $c_j(t) \approx (k_n t)^{-j/n}$ gives a good indication of the timescale required for the mass loss to become apparent. This timescale grows exponentially with system size $n$ and has the form

$$\text{apparent mass conservation period} = O(k_n^{-1} z_{\infty}^{-n}) \quad \text{as } n \to \infty. \quad (4.2)$$

On Figure 3, $M_1(0) = 1$ and so $z_\infty \approx 0.38$. This shows up clearly on Figure 3 where the approximate centre manifold mass curves intersect the constant mass $M_1(t) = 1$ line close to where the solution mass starts to be visibly reduced.

Details of the length of this period of approximate mass conservation in Example 1 can also be seen in the upper plot of Figure 4 where different system sizes are compared. If we choose density $M_1(0)$ then the intersection of the the horizontal line $M_1(t) = M_1(0)$ with the appropriate approximate centre manifold mass curve for different system sizes $n$ gives a good estimate of its duration. If we fix $n$ and change $M_1(0)$, then the same process indicates that the duration increases as $M_1(0)$ decreases.
Figure 4: Mass on the approximate centre manifold \( c_j(t) = Q_j(k_n t)^{-j/n} \) given in Theorem 3.1 for system sizes \( n = 4, 8, 16, \ldots, 1024 \). The parameters in Example 2 are \( \alpha = 1.5 \) and \( b_0 = 1 \) and the maximum equilibrium density (4.4) is shown as a horizontal dotted line.

### 4.2 Example 2: gelation possible in infinite system

This example is motivated by a model of length regulation in telomeres [12] where

\[
a_{jk} = jk, \quad b_{jk} = \frac{b_0(j + k)^{\alpha + 1}}{(jk)^{\alpha}} \tag{4.3}
\]

with \( \alpha = 1.5 \) and \( b_0 = 1 \). Gelation can occur in the infinite system defined by these rates.

We consider the more general case with \( b_0 > 0 \) and \( \alpha \geq 0 \) in (4.3). This satisfies the detailed balance condition with

\[
Q_j = b_0^{1-j} j^{-(\alpha + 1)}
\]

and equilibrium solutions are given by \( c_j = Q_j z^j \) with density

\[
F(z) = \sum_{j=1}^{\infty} jQ_j z^j = b_0 \sum_{j=1}^{\infty} j^{-\alpha} \left( \frac{z}{b_0} \right)^j.
\]

The radius of convergence of the above series is \( z = b_0 \) with \( F(b_0) \) finite if and only if \( \alpha > 1 \). Hence if \( \alpha \leq 1 \) we have equilibrium solutions of all densities, while if \( \alpha > 1 \)

\[
\bar{M}_1 = b_0 \sum_{j=1}^{\infty} j^{-\alpha} \tag{4.4}
\]
is the maximum equilibrium density. We do not show results for \( \alpha \leq 1 \) here because they look very similar to the mass conserving results of Example 1: an initial transient period, then a quasi steady state followed by slow decline on the centre manifold.

If \( b_0 = 0 \), so that there is no fragmentation, then all nonzero solutions of (1.1) have gelation [13]. Since fragmentation reduces the rate of formation of large clusters, if the fragmentation is strong enough then solutions should conserve density. If \( \alpha < 1 \) this is the case; all admissible solutions conserve density [6, Theorems 5.1 and 5.2].

We now consider the case \( \alpha > 1 \) with \( b_0 \) fixed. There are density conserving equilibrium solutions with density not greater than \( \bar{M}_1 \) given by (4.4). We give a formal proof that we always have gelation if the initial density \( M_1(0) \) is large enough. The formalities could be made rigorous using the methods in [9, Section 6].

We write \( M_p(t) = \sum_{j=1}^{\infty} j^p c_j(t) \) for the \( p \)-moment of a solution \( c \) to (1.1). A formal calculation shows that

\[
M'_0(t) = -\frac{M^2_1(t)}{2} + \frac{1}{2} \sum_{j,k} b_{jk} c_{j+k}(t). \tag{4.5}
\]

We can write the second term in (4.5) as

\[
\frac{1}{2} \sum_{r=2}^{\infty} u_r c_r
\]

with

\[
u_r = \sum_{j=1}^{r-1} b_{r-j,j} = b r^{\alpha+1} \sum_{j=1}^{r-1} (j(r-j))^{-\alpha}.\]

Suppose that we can show that \( u_r \) is less than a constant multiple of \( r \). From (4.5)

\[
M'_0(t) \leq -\frac{M_1(t)}{2} (M_1(t) - C), \tag{4.6}
\]

for some constant \( C > 0 \). If \( M_1(t) \) is constant, then for large enough \( M_1(0) \) the right hand side of (4.6) is negative so that \( M_0(\bar{t}) = 0 \) for some \( \bar{t} > 0 \). This is a contradiction and would show that we have gelation.

We now prove the bound on \( u_r \). By symmetry

\[
\sum_{j=1}^{r-1} (j(r-j))^{-\alpha} = 2 \sum_{j=1}^{[r/2]} j^{-\alpha}(r-j)^{-\alpha}, \tag{4.7}
\]

where \([r/2]\) is the smallest integer greater than (or equal) to \( r/2 \). Also, for \( 1 \leq j \leq [r/2] \),

\[(r-j)^{-\alpha} \leq (\text{constant})r^{-\alpha}.
\]

Since \( \alpha > 1 \) the series

\[
\sum_{j=1}^{\infty} j^{-\alpha},
\]

is convergent. It follows that the series in (4.7) is bounded by a constant multiple of \( r^{-\alpha} \) so from (4.5) we have

\[u_r \leq (\text{constant})r\]
Figure 5: Mass versus time in the solution of the truncated system with \( n = 16 \) for Example 2 with \( \alpha = 1.5, b_0 = 1 \), initial data (4.1) and different initial masses. The maximum equilibrium density (4.4) is shown on the plot, along with the mass in the approximate centre manifold.

Figure 6: Solution components for truncated system size \( n = 16 \) for Example 2 with \( \alpha = 1.5, b_0 = 1 \), initial data (4.1) with \( c_1(0) \approx 5.18 \), twice the maximum equilibrium density (4.4). The dashed lines show the centre manifold asymptotic values \( c_r(t) \approx Q_j(k_n t)^{-\beta/n} \) predicted by Theorem 3.1 with the short horizontal sections at the left showing the steady state values.

Example 2. Different initial mass.

Example 2. Truncated system size \( n=16 \)

as required. This shows that we have gelation if \( \alpha > 1 \) with \( b_0 > 0 \) fixed and initial data with large enough density \( M_1(0) \). A simple scaling argument shows that we also have gelation for fixed \( M_1(0) \) if \( b_0 \) is large enough.

In Figure 5 we show results of Example 2 for fixed system size, \( \alpha \) and \( b_0 \) and different initial masses. The behaviour when the mass is below the maximum equilibrium density is essentially the same as for Example 1: an initial transient period, a quasi steady state followed by a slow decay on the centre manifold. However when the initial mass is higher, we see in Figure 6 that the initial transient period leads straight into the centre manifold decay.

In Figure 7 we fix the initial mass at a level significantly above the maximum equilibrium density so that we expect gelation, and plot the system mass against time for different system sizes \( n \). The period of apparent mass conservation increases with \( n \) and appears to converge to \( t \approx 0.25 \) which presumably corresponds to the time when gelation occurs. Examining the results over a longer time period again confirms a very good match with the centre manifold asymptotic results.
Example 2. Fixed initial mass, different $n$.

Figure 7: Example 2 with $\alpha = 1.5$, $b_0 = 1$, initial data (4.1) with $c_1(0) \approx 5.18$, twice the maximum equilibrium density (4.4). The solid lines show the mass in truncated systems of size $n = 4, 8, 16, \ldots, 256$ and the dashed lines show the mass on the approximate centre manifold.

4.3 Numerical approximation

The ODE system (1.5) in the previous examples can be very stiff, even when the system size $n$ is small. By “stiff” we mean that there is a high contrast in the timescales present, which causes stability problems for numerical ODE solvers and makes explicit methods useless. This stiffness is to be expected given that the analysis reveals different timescales: slow behaviour on the centre manifold; and a fast collapse of solutions onto the centre manifold. The contrast measured by the ratio of the largest to smallest eigenvalue of the Jacobian matrix for the ODE system (all are real and negative in the cases of interest) is many orders of magnitude, and can increase as the solution evolves along the centre manifold.

We use the implicit stiff solver ode15s in Matlab in all of the examples shown above. Unfortunately, even that is not enough. The extremely high stiffness possible in these problems can cause difficulties with rounding (computer arithmetic) errors in the linear algebra used at each time step of the implicit solver, and even in the evaluation of the right hand side of the ODEs (1.5) themselves. These typically involve summing two groups of positive terms and subtracting the results, which introduces relatively large rounding errors when the two numbers are almost equal. The rounding errors can be large compared to the local error estimates used for efficient time step control, making it unreliable and erratic, forcing the algorithm to take far more steps (and computer time) than it needs to. When applying the ODE solver directly to the original ODE system (1.5), this problem is severe in the Example 1 tests above, while the Example 2 tests are reasonably well-behaved.

Fortunately the centre manifold analysis in Section 3 and earlier work [5] for the Becker-Döring coagulation-fragmentation ODE system, suggests a way to reduce rounding error issues. Instead of solving (1.5) directly we use the equivalent centre manifold system (3.8). Results are obtained far more efficiently in the Example 1 tests with little impact on the Example 2 tests. This is partly because the important first equation of (3.8) has no cancellation of terms to worry about, since it is a sum of same-sign quantities as seen in (3.9). One can either apply the solver directly to the ODE system (3.8) and solve for $(x, c_2, \ldots, c_n)$, or follow [5] more
closely and apply it to the equivalent differential algebraic system
\[ \sum_{j=1}^{n} j c'_j = f \left( \sum_{j=1}^{n} j c_j, y \right), \quad y' = By + g \left( \sum_{j=1}^{n} j c_j, y \right), \]
and solve for \((c_1, c_2, \ldots, c_n)\). Both variants are equally efficient in tests.

5 Conclusions

The truncated system (1.5) appears to approximate the behaviour of the full infinite system well. The centre manifold asymptotic behaviour given in Theorem 3.1 appears clearly in the numerical experiments of the previous section. For mass conserving problems the approximate centre manifold quantities and (4.2) provide a good estimate of how long the truncated system conserves mass for, which is a measure of its range of validity as an approximation of the original infinite system. For problems with gelation like Example 2, plots like those in Figure 4 to Figure 7 with information from Theorem 3.1 reveal how the truncated system will behave for different choices of initial mass and system size.

For the infinite system a number of intriguing questions remain about the long-term behaviour in the presence of gelation, such as in Example 2 with \(\alpha > 1\). In infinite systems without gelation, but with a maximum possible equilibrium density, solutions generally converge weakly to the maximum density equilibrium. When gelation is also present, does the solution converge to 0 or to some other equilibrium?
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