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Abstract—In this study, the median time-to-signal (MTS) is used as an alternative measure to the average time-to-signal (ATS) in evaluating the performance of the variable sampling interval (VSI) multivariate exponentially weighted moving average (MEWMA) chart. Although the ATS is one of the most commonly used performance measures when the sampling interval is varied, it is not an accurate representation of the entire time-to-signal distribution of the VSI charts. Therefore, the percentage points (percentiles) of the time-to-signal distribution are provided for a more comprehensive study of the VSI MEWMA chart. A Monte Carlo simulation is used to calculate the MTS values for various magnitudes of shifts in the process mean vector. The optimal design strategy is to find the charting parameters having the minimum out-of-control MTS (MTS). A comparison study shows that the VSI MEWMA chart is more effective than the standard MEWMA chart with fixed sampling interval, in detecting shifts in the process mean vector in terms of the MTS.

Index Terms—Median Time-To-Signal; Multivariate Exponentially Weighted Moving Average Chart; Simulation; Variable Sampling Interval.

I. INTRODUCTION

One of the most popular statistical tools for continuous process monitoring is the control charts. In most practical situations, the quality of a product may depend on two or more characteristics which need to be monitored simultaneously to control the quality of the whole process and consequently, gives rise to the development of the multivariate control charts. For example, the multivariate exponentially weighted moving average (MEWMA) chart introduced by Lowry et al. [1] was found to be more effective than the Hotelling’s $T^2$ chart in detecting small changes in the process mean vector. For recent literature on the MEWMA chart, see Chen et al. [2], Nishimura et al. [3], Park and Jun [4], Cheng et al. [5], Kim et al. [6] and Saleh and Mahmoud [7].

The usual practice of using a control chart for process monitoring is to take samples of fixed size from the process at a fixed sampling interval. The variable sampling interval (VSI) is one of the adaptive features of interest in control chart applications. The VSI charts work by varying the sampling interval according to the plotted statistics of the process data. Numerous findings showed that the VSI charts are able to detect shifts in the process faster than their corresponding standard charts. For the detailed discussion on recent development of the VSI charts, interested reader may refer to Chew et al. [8], Ershadi et al. [9], Guo and Wang [10], Patil and Shirke [11], Zhang et al. [12] and Amdouni et al. [13].

The statistical performance of the control charts is usually evaluated in terms of their run-length, which is the number of plotted chart statistic until an out-of-control signal is detected. For example, the average run-length (ARL) is commonly used as a performance measure for control charts. However, the time-to-signal is not a constant multiple of the ARL when the sampling interval is varied. Hence, the average time-to-signal (ATS), which is defined as the average time from the beginning of a process until the chart triggers an out-of-control signal is often used in the VSI charts [14]. In practice, the steady-state case is usually considered, where the process is initially in-control and then shifted out-of-control at some random time in the future suggesting the use of the steady-state average time-to-signal (SSATS) [15].

It is sensible to note that the ATS and SSATS do not represent the entire time-to-signal distribution of the VSI charts. The performance measure with respect to the percentage points (percentiles) provides a meaningful overview of the time-to-signal distribution [16]. This study complements the work of Lee and Khoo [17] such that the median time-to-signal (MTS) is employed as a new performance measure for the VSI MEWMA chart for the zero-state and steady-state cases. To the best of the authors’ knowledge, papers dealing with the use of MTS in studying the performance of the multivariate control charts are not yet available in the literature. Hence, the objective of this study is to present a VSI MEWMA chart based on the MTS.

The rest of this article is structured as follows: Section II provides a review of the VSI MEWMA chart. Section III discusses the optimal statistical design of the VSI MEWMA chart based on the MTS. Section IV illustrates the time-to-signal distribution for a better understanding of the VSI MEWMA chart. Section V provides a comparison between the performances of the VSI MEWMA chart and the standard MEWMA chart with fixed sampling interval. Finally, Section VI concludes the paper.

II. A REVIEW OF THE VSI MEWMA CHART

The standard MEWMA chart takes samples from a process, each of size $n$ at a fixed sampling interval $h$ for
The VSI MEWMA chart is implemented by deciding on the time for the next sampling according to the current plotted statistic on the standard MEWMA chart. In addition to the control limit $H$, a warning limit $w$ is introduced for the VSI MEWMA chart such that $0 < w < H$. The value of $w$ is used to determine the change between the long sampling interval $h_1$ and the short sampling interval $h_2$, where $h_1 < h_2 < h_0$. Following the implementation of the VSI feature in Castagliola et al. [18], the values of $h_1$ and $h_2$ are chosen to obtain an in-control average sampling interval $E(h)$, such that $E(h) = h$. The in-control average sampling interval of the control charts is defined as follows:

$$E(h) = ATS_0 / ARL_0$$  \hspace{1cm} (1)

where $ATS_0$ and $ARL_0$ are the in-control average time-to-signal and the in-control average run-length, respectively.

In this study, it is assumed that we have an independent and identical observation $X_i = (X_1, X_2, \ldots, X_p)$ with $p$ random variables following a multivariate normal distribution $X_i \sim N_p(\mu, \Sigma)$ where $\mu$ and $\Sigma$ are the known process mean vector and the known in-control covariance matrix, respectively. The objective of this process monitoring is to detect a shift in the process mean vector $\mu$. At sampling point $t$, the sample mean vector $\bar{X}_i$ is given as $\bar{X}_i = 1/n \sum_{v=1}^{n} X_{iv}$, for observation $v = 1, 2, \ldots, n$. Then, the corresponding standardized sample mean for quality characteristic $k$ sampling point $t$ is given as:

$$Z_{ik} = \frac{\sqrt{\sum (X_{iv} - \mu_{0k})^2}}{\sigma_{0k}}, \quad k = 1, 2, \ldots, p$$  \hspace{1cm} (2)

where $\mu_{0k}$ and $\sigma_{0k}$ are the $k$th component of the in-control process mean vector $\mu_0$ and the $k$th component of the in-control standard deviation vector $\sigma_0$, respectively.

Lowry et al. [1] proposed the MEWMA vector as follows:

$$W_t = rZ_t + (1-r)W_{t_{-1}}, \quad \text{for} \ t = 1, 2, 3, \ldots$$  \hspace{1cm} (3)

where $W_0$ is a zero vector and $r$ is the smoothing constant, such that $0 < r \leq 1$. The plotted statistic on the MEWMA chart is defined as follows:

$$T_r^2 = W_r^T \Sigma_W^{-1} W_r, \quad \text{for} \ t = 1, 2, 3, \ldots$$  \hspace{1cm} (4)

where $\Sigma_W$ is the covariance matrix of $W_r$. Here, the asymptotic covariance matrix $\Sigma_W = \left( \frac{r}{2-r} \right) \Sigma_Z$ is used, where $\Sigma_Z$ is the correlation matrix of $Z_t$. The MEWMA chart signals when the plotted chart statistic $T_r^2 > H$ indicating that the process is out-of-control.

Furthermore, Lowry et al. [1] have shown that the performance of a MEWMA chart depends only on the shift in the process mean vector through the non-centrality parameter. This shift is defined as the square root of the non-centrality parameter, i.e. $\delta = \sqrt{\gamma \Sigma_Z^{-1} v}$, where $v$ is the standardized mean vector, such that the 4th component of $v$ is $v_4 = (\mu_k - \mu_{0k}) / \sigma_{0k}$, where $\mu_k$ is the $k$th component of the out-of-control process mean vector $\mu$. The value of the performance measure is the same for any out-of-control process mean vectors that have the same distance from the in-control process mean vector because of the directional invariance property of the MEWMA chart, where $\Delta x$ remains the same.

The VSI MEWMA chart consists of three regions which are the safety, warning and out-of-control regions. The two sampling intervals of the VSI MEWMA chart function is given as:

$$h = \begin{cases} h_1 & \text{if} \ T_r^2 \leq w \\ h_2 & \text{if} \ w < T_r^2 \leq H. \end{cases}$$

If a sample falls inside the safety region ($T_r^2 \leq w$), then the next sample should be taken at a long sampling interval $h_1$. In contrast, if a sample falls inside the warning region ($w < T_r^2 \leq H$), then the next sample should be taken at a short sampling interval $h_2$. If a sample falls in the action region ($T_r^2 > H$), then the process is out-of-control and a corrective action is needed to identify and eliminate the assignable cause(s) to bring the process back into the in-control state. The first sampling interval when the process monitoring has just started can be chosen at random. Alternatively, we can use tightening control as recommended by most researchers, i.e. Costa [19], Chen et al. [20] and Guo and Wang [10], where the short sampling interval $h_2$ is used as it provides an additional protection against problems that may arise during start-up or restart-up.

III. OPTIMAL DESIGN OF THE VSI MEWMA CHART

The optimal statistical design of the VSI MEWMA chart, based on the MTS involves the computation of five charting parameters, i.e. the smoothing constant $r$, the control limit $H$, the warning limit $w$, the long sampling interval $h_1$ and the short sampling interval $h_2$ which minimizes the out-of-control MTS (MTS$_0$) for both the zero-state and steady-state cases for the given values of the in-control median time-to-signal $MTS_0$, the sample size $n$, the in-control average sampling interval $E(h)$ and the number of quality characteristics $p$.

A Monte Carlo simulation is conducted using the Statistical Analysis System (SAS) to compute the MTS of the VSI MEWMA chart. Monte Carlo simulation has been used extensively to obtain the different performance measures of the control charts. For example, see Yew et al. [21] and Cheng et al. [5]. Following Graham et al. [22] and Huang et al. [23], 100,000 simulation runs are performed to obtain the MTS$_0$ of the VSI MEWMA chart.

Referring to Graham et al. [24], the in-control average run-length of $ARL_0 \approx 500$ is used as the industry standard value and it corresponds to an in-control median run-length of $MRL_0 \approx 350$ for the standard charts. Hence, the in-control median time-to-signal of $MTS_0 = 350$ is chosen because the time-to-signal is simply the multiplication of the run-length and the fixed sampling interval for the standard charts, where we use $h = 1$. The control limits $H$ are computed to obtain the specified MTS$_0$. On the other hand, the warning limits $w$ are computed for each combination of $(h_1, h_2)$ to obtain the in-control average sampling interval (see Equation 1), where the $ATS_0$ and $ARL_0$ are obtained from the SAS program.

Some constraints are considered for the optimal design of the VSI MEWMA chart based on the MTS. The smoothing constant is set with a step size of 0.005 for $0 < r \leq 0.10$ and a
step size of 0.01 for 0.10 < r ≤ 1.00. For the VSI MEWMA chart, only two sampling intervals are used, i.e. \( h_1 \) and \( h_2 \) such that \( E(h) = h \). Here, the short sampling interval is set to be \( h_2 = 0.1 \) and the long sampling interval is set to be \( h_1 = h + 0.1 \), \( h + 0.2 \), \( h + 0.3 \), ..., 3.0, where \( h_2 < h < h_1 \) so that the \( E(h) = h = 1.0 \).

IV. TIME-TO-SIGNAL DISTRIBUTION OF THE VSI MEWMA CHART

The percentage points of the time-to-signal for the steady-state VSI MEWMA chart with \( E(h) = 1 \), \( n = 3 \), \( p = 4 \), \( \delta_{opt} \in [0.50, 1.00] \) and \( ATS_0 \geq 500 \) are presented in Table 1 to give information regarding the performance of the VSI MEWMA chart. The 1st, 5th, 10th, 30th, 50th, 70th, 80th and 90th percentage points (or percentiles) of the time-to-signal distribution are computed using the SAS program. Note that the 50th percentile is the MTS. Table 1 shows that the MTS_0 value of the VSI MEWMA chart is less than the corresponding ATS_0 value. For example, for the VSI MEWMA chart with \( (r, H, w, h_1, h_2) = (0.130, 15.587, 2.849, 2.2, 0.1) \), the MTS_0 is 335.8 while the ATS_0 is 487.41. Based on the entire time-to-signal distribution, the ATS_0 lies between the 60th and 70th percentiles of the time-to-signal distribution.

From Table 1, it is observed that the ATS_1 values are larger than the corresponding MTS_1 values for all the given \( \delta_{opt} \) except for \( \delta_{opt} = 1.50 \). For example, when \( \delta_{opt} = 0.50 \), \( E(h) = 1, n = 3 \) and \( p = 4 \) are considered, \( ATS_1 \approx 47.01 \) but \( MTS_1 = 33.2 \) (< ATS_1) at \( \delta = 0.25 \) for the VSI MEWMA chart with the optimal charting parameters \( (r, H, w, h_1, h_2) = (0.130, 15.587, 2.849, 2.2, 0.1) \). This example shows that practitioners who tend to equate the ATS and the MTS is incorrect and misleading.

In addition, the smaller percentage points (1st to 10th percentiles) of the time-to-signal distribution in Table 1 when the process is in-control (\( \delta = 0 \)) shows the false alarm rates of the VSI MEWMA chart. Next, the higher percentage points (> 60th percentiles) when the process shifts by a certain magnitude show the probabilities that the VSI MEWMA chart would trigger an out-of-control signal. From these results, it can be concluded that the percentiles of the time-to-signal distribution provide a more meaningful interpretation for the in-control and out-of-control performances of the VSI MEWMA chart, which is not possible with the ATS alone.

![Table 1](image)

<table>
<thead>
<tr>
<th>Optimal charting parameters</th>
<th>( \delta = 0.50 )</th>
<th>( \delta = 1.00 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (r, H, w, h_1, h_2) = )</td>
<td>( (0.130, 15.587, 2.849, 2.2, 0.1) )</td>
<td>( (0.340, 16.630, 3.331, 19, 0.1) )</td>
</tr>
</tbody>
</table>

Note: Optimal charting parameters are obtained from Table 4 in [17].

V. PERFORMANCE COMPARISON BETWEEN THE VSI MEWMA CHART AND THE STANDARD MEWMA CHART BASED ON THE MEDIAN TIME-TO-SIGNAL

Table 2 shows the optimal charting parameters \( (r, H, w, h_1, h_2) \) of the VSI MEWMA chart for \( p = \{2, 5\}, n = 5, E(h) = 1 \) and \( MTS_0 = 350 \) at the specific shifts \( \delta \in \{0.25, 0.50, 1.00, 1.50, 2.00, 2.50\} \). The MTS_1 values for the VSI MEWMA chart are compared with the MTS_1 values for the standard MEWMA chart. The results in Table 2 shows that the MTS_1 values for the VSI MEWMA chart are smaller than the standard MEWMA chart for all the shifts in the process mean vector. This result shows that the performance of the VSI MEWMA chart is better than the standard MEWMA chart for both the zero-state and steady-state cases.

![Table 2](image)

<table>
<thead>
<tr>
<th>( \delta_{opt} )</th>
<th>( p )</th>
<th>VSI MEWMA</th>
<th>Zero-state</th>
<th>Standard MEWMA</th>
<th>Steady-state</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (r, H, w, h_1, h_2) = )</td>
<td>( (0.095, 10.700, 0.720, 3.0, 0.1) )</td>
<td>( 12.5 )</td>
<td>( 0.010, 5.999 )</td>
<td>( 0.010, 15.827 )</td>
<td>25</td>
</tr>
<tr>
<td>( (0.090, 16.918, 2.994, 3.0, 0.1) )</td>
<td>( 20.3 )</td>
<td>( 0.001, 11.070 )</td>
<td>( 0.010, 3.091 )</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>( 0.280, 11.985, 0.739, 3.0, 0.1) )</td>
<td>( 3.3 )</td>
<td>( 0.010, 5.999 )</td>
<td>( 0.010, 17.766 )</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>( (0.250, 18.390, 3.121, 2.9, 0.1) )</td>
<td>( 4.7 )</td>
<td>( 0.010, 11.070 )</td>
<td></td>
<td></td>
<td>11</td>
</tr>
</tbody>
</table>
VI. CONCLUSIONS

The standard MEWMA chart employs fixed sampling interval. In this study, we demonstrated the improved performance of the VSI MEWMA chart based on the MTS for monitoring shift in the process mean vector. The Monte Carlo simulation is conducted to compute the MTS for the VSI MEWMA chart. A procedure for the optimal statistical design of the VSI MEWMA chart is presented to find the combination of the charting parameters by minimizing the MTS. The comparison study between the VSI MEWMA chart and the standard MEWMA chart shows that the VSI MEWMA chart is more effective in detecting shifts in the process mean vector, in terms of the MTS.
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