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ABSTRACT

Single photon avalanche diodes (SPADs) are used in a wide range of applications, from fluorescence lifetime imaging microscopy (FLIM) to time-of-flight (ToF) 3D imaging. SPAD arrays are becoming increasingly established, combining the unique properties of SPADs with widefield camera configurations. Traditionally, the photosensitive area (fill factor) of SPAD arrays has been limited by the in-pixel digital electronics. However, recent designs have demonstrated that by replacing the complex digital pixel logic with simple binary pixels and external frame summation, the fill factor can be increased considerably. A significant advantage of such binary SPAD arrays is the high frame rates offered by the sensors (>100kFPS), which opens up new possibilities for capturing ultra-fast temporal dynamics in, for example, life science cellular imaging. In this work we consider the use of novel binary SPAD arrays in high-speed particle tracking in microscopy. We demonstrate the tracking of fluorescent microspheres undergoing Brownian motion, and in intracellular vesicle dynamics, at high frame rates. We thereby show how binary SPAD arrays can offer an important advance in live cell imaging in such fields as intercellular communication, cell trafficking and cell signaling.
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1. INTRODUCTION

Single photon avalanche diodes are a well-established technology in biomedical imaging, especially in Fluorescence Lifetime Imaging Microscopy (FLIM) applications [1], which exploit the single-photon sensitivity and picosecond time resolution of SPAD devices. Traditionally, SPAD sensors in microscopy have been single-point detectors (necessitating optical scanning apparatus), but technological advances such as compact, analogue pixels [2], stacked, back-side illuminated (BSI) architectures [3], as microlensing [4], are now yielding photon-counting image sensors with increasing spatial resolution and fill factors for widefield applications.

Whilst the quantum efficiency (QE) of these sensors still lags behind EMCCD and sCMOS cameras, very high frame rates are possible, particularly in binary SPAD sensors, which can provide frame rates in excess of 100kFPS [5]. Crucially, as readout noise is negligible, the raw output of binary fields (or “bit-planes”), and individual photon detections therein, can be summed to compose higher bit-depth images without any noise penalty. Indeed, by tailoring the summation to specific applications, useful advantages have been demonstrated, such as reduced motion blur when imaging high-speed objects [6], the reconstruction of moving objects in low-light conditions [7], and improved background rejection in single molecule localisation microscopy [8], leading to localisation performance comparable to an EMCCD.

In the specific context of particle tracking, the flexibility in composing images from bit-planes allows the effective frame rate to be set in post-processing (based on the level of bit-plane aggregation). Thus, the same data set may be analysed at different frame rates, enabling post-acquisition optimisation for particular brightness and speed of particles. This paper considers two exemplar examples of particle tracking with a SPAD device: the tracking of fluorescent microspheres undergoing Brownian motion, and fluorescently-labelled cell vesicles. We present experimental results obtained with a 320x240, >10kfps SPAD camera [2], which is one of the highest resolution SPAD imagers available, and also has one of the highest fill-factors at 50% (after microlensing [9]).

*Equal authors: istvan.gyongy@ed.ac.uk, amy.davies@hw.ac.uk
2. TRACKING OF BROWNIAN MOTION

2.1 Simulation study

To gain an understanding of the limits of particle tracking using a high-frame rate binary SPAD sensor, a simulation model was created. The model, representing a 64×64 detector array, simulates the imaging of a single particle with Brownian motion, based on a certain background \( B \) and particle photon rate \( I \) and uses a diffraction-limited point spread function (PSF) modelled by a 2D Gaussian function with \( \sigma=1.5 \). Between every bit-plane, the particle position is moved by random steps \( \Delta x_i, \Delta y_i \), drawn from independent normal distributions with mean zero and standard deviation \( \sqrt{2Dt} \) \[10\], where \( D \) is the diffusion coefficient and \( t \) is the time interval between bit-planes. The SPAD bit-planes are synthesised according to Poisson statistics given the prescribed \( B, I \), and the current location of the particle PSF, and image frames are then generated by summing bit-planes in non-overlapping groups of \( N \).

The resulting synthesised image data set (based on 1000 generated tracks for every different \( N \)) were then tracked using gaussMLE \[11\], to extract trajectories and motion statistics. A standard metric for assessing particle trajectories in microscopy is the mean square displacement (MSD), or its square root (RMSD) \[12\]. When plotted against the time interval between frames, it can reveal whether the observed motion is diffusion-dominated (i.e. random, as in this example), directed, or spatially constrained. It also allows the measurement error to be assessed. Figure 1 plots the RMSD, as a function of the level of aggregation \( N \), for two different values of \( D \). At large values of \( N \), the tracking results can be seen to follow the true RMSD curve (given by \( 4Dt \)). However, as \( N \) is reduced, the measured RMSD bottoms out and then starts to increase again. This is a well-studied phenomenon \[13\], and is caused by the localisation error (due to the inherent photon noise in low photon count images) starting to dominate the RMSD. For a fixed \( I \), the faster the particles are (the higher \( D \) is), the lower \( N \) one can go down to before encountering this effect. In practice, there is no benefit in choosing an \( N \) below the minimum in the RMSD curve, as no additional spatio-temporal information is obtained beyond that point.

![Figure 1](image1.png)

Figure 1. Simulation results for Brownian motion tracking with a binary SPAD, showing the measured RMSD as a function of bit-plane for two different (normalised) diffusion coefficients. The dashed and dotted lines represent the true RMSD in the two cases. A mean background photon rate of \( B=0.001 \) photons/bit-plane is specified, together with a mean photon rate of \( I=1 \) photon/bit-plane from the particle.

2.2 Experimental results

The simulation work was followed by experiments on a standard 60X widefield fluorescence microscope (Olympus IX71), in which microsphere samples were imaged using the SPAD camera operated at 20fps. Sequences of image frames were created using different levels \( N \) of bit-plane aggregation (and background subtraction, as detailed in \[8\]), then analysed using TrackMate \[14\]. Figure 2 shows the results for a sample of 0.5\( \mu \) red beads in a 50:50 mixture of glycerol and water. The RMSD is plotted for a single bead trajectory, as a function of the bit-plane aggregation (or total frame time). The shape of the curve corresponds well with the simulation results of Figure 1, and suggests that below 5ms (100 bit-plane) aggregation, localisation error from photon noise already starts to affect the measured frame-to-frame displacements. This is a consequence of underlying the diffusion process being relatively slow compared to the high frame rate of the camera.

In a practice, particles within a sample may exhibit different speeds and levels of brightness, so one can envisage analysing each trajectory individually (for different \( N \)), so as to optimise the spatio-temporal resolution in each case.
3. LIVE CELL VESICLE TRACKING

For the vesicle tracking experiments, large dense-core vesicles in secretory cells (Pheochromocytoma cells, PC12s) were labeled using soluble cargo Neuropeptide Y (NPY) fused to mCherry, as previously described [15]. To examine the mobility of vesicles, image sequences were acquired at 23°C under TIRF illumination using a 561nm excitation laser. An Olympus Cell Excellence IX81 microscope, with a 150× TIRF objective, was used, with all emission light directed to either an EMCCD camera (Hamamatsu ImageEM, with 30ms exposure, and 55ms frame time) or the SPAD camera (100µs exposure per bit-plane). The resultant SPAD bit-planes were subject to background subtraction and image frames were generated by summing bit-planes in groups of N. The EMCCD and SPAD imager frames were then analysed using TrackMate to extract particle tracks.

Figure 3 shows sample tracks obtained from the SPAD image frames for a given cell, for levels of aggregation of N=50, 100 and 550 (resulting in frame times of 5ms, 10ms and 55ms, respectively). Some vesicles appear to be constrained to specific positions in the cell, but longer tracks can also be seen, as expected [16]. The statistics of the tracks, together with those obtained from the EMCCD frames are given in Figure 4 (the EMCCD results are for an identically prepared cell, shown in Figure 5). The results are presented in the form of a histogram of the mean track speeds, a scatter plot of the maximum displacement (from initial position) vs total length of individual tracks, and an angle histogram plot (or rose plot) of the angle between successive steps (displacements) in the tracks. Comparing the EMCCD results (panel A) to those of the SPAD at equivalent frame time (panel B), we see broadly similar distributions of mean track speed (with mean value of 4.41µm/s for the EMCCD vs 4.33µm/s versus the SPAD), with both rose plots showing a clear directionality in the tracks (that would be absent from pure Brownian motion). The corresponding RMSD values are 0.076µm for the EMCCD versus 0.106µm for the SPAD. We note that as the frame time of the SPAD is reduced (to 10ms in panel C and 5ms in panel D), the directionality in the tracks becomes less pronounced. Indeed, the corresponding RMSD values of 0.086 µm and 0.089µm suggest that a minimum similar to those seen in Figures 1 and 2 has been reached, with the estimated tracks being impacted by photon noise.
Figure 4. Vesicle tracking statistics, in terms of the histogram of mean track speed, scatter plot of maximum displacement versus track length, and polar histogram of relative angles between consecutive steps for (a) EMCCD (55ms frame time), (b) SPAD (55ms frame time), (c) SPAD (10ms frame time), (d) SPAD (5ms frame time). The EMCCD tracking results feature a considerably higher number of track segments (84083 vs 4638 for SPAD with 55ms frame time). This may be in part due to the different cells in question, but also the higher inherent sensitivity (or quantum efficiency) of the EMCCD.
4. CONCLUSIONS

We have presented results from the application of a binary SPAD to high speed tracking of microspheres and cell vesicles, demonstrating the advantage of the frame rate being adjustable in post-processing, and thus optimisable to the imaging conditions, and even for individual tracks, so as to get the best possible spatio-temporal resolution, typically only limited by photon shot noise.
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