Coherent generation of indistinguishable single photons is crucial for many quantum communication and processing protocols. Solid-state realizations of two-level atomic transitions or three-level spin-Λ systems offer significant advantages over their atomic counterparts for this purpose, albeit decoherence can arise due to environmental couplings. One popular approach to mitigate dephasing is to operate in the weak excitation limit, where excited state population is minimal and coherently scattered photons dominate over incoherent emission. Here we probe the coherence of photons produced using two-level and spin-Λ solid-state systems. We observe that the coupling of the atomic-like transitions to the vibronic transitions of the crystal lattice is independent of the driving strength, even for detuned excitation using the spin-Λ configuration. We apply a polaron master equation to capture the non-Markovian dynamics of the vibrational manifolds. These results provide insight into the fundamental limitations to photon coherence from solid-state quantum emitters.

Solid-state quantum emitters can mimic the behaviour of few-level atomic systems. Two-level optical transitions can be driven resonantly for coherent manipulation which can be used to generate transform-limited single photons with a high degree of indistinguishability from single or multiple emitters. Coherent excitation and control can be extended to solid-state three-level spin-Λ systems, which enables spin initialization, manipulation, and read-out as well as spin-photon entanglement and indistinguishable single photon generation with tunable temporal and spectral properties. These advances can be applied to quantum information applications, for example distribution of entanglement among independent quantum nodes or multi-photon Boson sampling.

At the heart of such quantum applications are photon-photon interactions, achieved when two single photon wave packets interfere at a beam splitter. Maximum interference visibility demands both coherent and indistinguishable photon wave packets. However, interactions between the atom-like eigenstates and the solid-state environment can degrade the coherence and indistinguishability of even coherently generated photons. The most prominent mechanisms involve charge and spin fluctuations and interactions with acoustic phonons. One popular approach to mitigate these effects is to use weak coherent excitation. In the weak excitation regime of a transform limited optical transition, coherent scattering dominates over incoherent (spontaneous) emission due to minimal excited state population. Likewise, spin-flip Raman scattered photons from solid-state spin-Λ systems produce highly coherent photons: in the atomic picture such photons have coherence determined solely by the excitation source and ground (spin) state dephasing.

In this Letter, we experimentally test the assumption that detrimental interactions with longitudinal acoustic phonons can be minimized by suppressing the excited state population in the weak driving limit. We probe both two-level atomic-like transitions and spin-Λ systems in a prototypical solid-state quantum emitter: a charge tunable semiconductor quantum dot (QD). We demonstrate experimentally that the vibrational environment – intrinsic to all solid-state emitters – imposes a fundamental limit on the coherence and indistinguishability of resonantly generated photons from a two-level quantum emitter, independent of driving strength or excited state population, as recently predicted. We proceed to show that this limit equally affects spin-flip Raman scattered photons, contrary to expectations.

Using a non-Markovian master equation model, we quantitatively explain the coherence as a function of driving strength for both the two-level and spin-Λ systems, and we interpret the non-vanishing fraction of incoherently scattered photons as attributable to the vibrational manifolds dressing both the excited and the ground state, and thus also affecting the optical dipole operator even in the absence of excited electronic population. Our results imply that spectral filtering is necessary for perfectly indistinguishable photons, even in the weak driving and Raman-detuned regimes. This introduces a probabilistic element, hindering the use of solid-state emitters in deterministic single-shot protocols, even in optimized solid-state phononic or photonic structures. Protocols embracing probabilistic operation, or where the detection of a photon her-
To briefly summarize here: we begin with the canonical Lang-Firsov transformation \[59\] applied to our Hamiltonian prior to solving its dynamics. In this frame the original electron-phonon coupling term disappears from the effective Hamiltonian (see Eq. (20-22) in the SI \[57\]). Instead, we are left with a weaker remnant vibrational coupling term, which we proceed to treat perturbatively. Importantly, both ground and excited states now possess vibrational manifolds, in analogy to the Franck-Condon model \[60\].

We experimentally probe effective two-level optical transitions and spin-Λ systems using the neutral (\(X^0\)) and negatively-charged (\(X^{-}\)) excitons respectively, from a charge tunable QD device \[47\] at a temperature of 4 K. For \(X^0\), we resonantly excite and collect from just one of the fine-structure split peaks using orthogonal linear polarizers to suppress the scattered laser background. For \(X^{-}\), we apply an in-plane magnetic field (Voigt geometry) of 4 T to mix the spin states and create “diagonal” spin-flipping transitions (e.g. \(|\downarrow\rangle \leftrightarrow |\uparrow\downarrow\rangle\)) with horizontal polarization (\(\omega^H\)) and equal oscillator strength to the spin-conserving transitions (e.g. \(|\uparrow\rangle \leftrightarrow |\uparrow\downarrow\rangle\)) with vertical polarization (\(\omega^V\)). Here, the single (double) arrows refer to electron (heavy-hole) spin states. We resonantly excite the spin-conserving transition with \(\omega^V\) and collect \(\omega^H\) from the spin-flipping transition, as shown in Fig. 1C. Photon spectra are characterized by a ~30 µeV resolution spectrometer and a ~0.1 µeV resolution scanning Fabry-Pérot interferometer. A Hanbury-Brown and Twiss interferometer and an unbalanced Mach-Zehnder interferometer (with an interferometric delay of 49.7 ns) are used to characterize the intensity correlation \(g^{(2)}(\tau)\) and post-selected, two-photon interference, respectively.

Fig. 2(A-F) shows the resonantly scattered photon spectra from the \(|0\rangle \leftrightarrow |X^0\rangle\) transition at three different driving regimes: \(\Omega \approx 0.1 \Omega_{\text{sat}}, \Omega_{\text{sat}}\) and 10 \(\Omega_{\text{sat}}\) where \(\Omega_{\text{sat}}\) is the Rabi (saturation) frequency. The spectra exhibit identical features as measured by the spectrometer: a narrow zero-phonon line (ZPL, red dashed line) and a broad shoulder near the ZPL—the phonon sideband (PSB). High resolution spectra of the ZPL reveal a single resolution-limited elastic peak at \(\Omega \approx 0.1 \Omega_{\text{sat}}\) \[11\]: \[43\], the emergence of a broad incoherent spectrum at \(\Omega \approx \Omega_{\text{sat}}\), and a Mollow triplet at \(\Omega > \Omega_{\text{sat}}\) \[11\]. The orange lines in Fig. 2D to 2F are fits to the experimental data using the theoretical functions as described in Ref. \[62\] by fixing the lifetime, \(T_1 = 0.625\) ns and coherence time, \(T_2 = 2 T_1 = 1.250\) ns. The lifetime is independently measured using time-resolved resonance fluorescence \[57\].

Fig. 2(D-F) exhibit text-book atomic-like behaviour of resonance fluorescence of a two-level system for the ZPL. On the other hand, the consistent PSB regardless of \(\Omega\) in Fig. 2(A-C) reveals a fundamental departure from atomic-like behavior, which can be modelled using the polaron master equation. To tune our microscopic the-

---

**FIG. 1. A quantum dot coupled to vibrational modes.** (A) The equilibrium position of crystal lattice ions depends on the charge state of the quantum dot (schematic illustration) due to the deformation potential electron-phonon interaction. (B) Energy level schematic for the neutral exciton (\(X^0\)) in the weak driving regime, showing elastic scattering from the excited state (green) and the inelastic Stokes (red) or anti-Stokes (blue) scattering due to the electronic relaxation from the excited state to the ground state vibrational manifold. (C) Spin-Λ energy level structure for the negatively charged exciton (\(X^{-}\)) in the weak driving regime, showing the inelastic zero-phonon (green) and stokes (red) and anti-stokes (blue) scatterings for the Raman spin-flip transition (yellow). The scattering from the spin-preserving transition is not shown. Single (double) arrows represent electron (heavy-hole) spin states. The energy separation between the Zeeman split ground (excited) states is given by \(\delta_e\) (\(\delta_h\)).
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The coherent fraction ($\alpha_{DW}$) of a two-level system in this QD is capped at $\alpha_{DW} \approx 0.91$ in the weak driving regime shows that a substantial number of emitted photons still interact with the phonon bath, despite the QD population remaining in the ground state throughout. This demonstrates that the phonon sideband is independent of excited state occupation. Hence, the phonon sideband remains a detrimental effect in exploiting the properties of the photons, namely the long coherence time of the resonantly scattered photons in the weak driving regime, contrary to previous claims [41–44].

To verify the spectroscopic observations regarding exciton-phonon coupling and scattered photon coherence, we investigate the two-photon interference. First, we measure the second-order correlation $g^{(2)}(\tau)$ of the scattered photons, which exhibits a suppressed multi-photon emission probability of $g^{(2)}(0) = 0.046 (13)$ at $\Omega \approx 0.1 \Omega_{sat}$ (see Fig. S2 in the SI [57]) Next, we perform Hong-Ou-Mandel type two-photon interference with the unbalanced Mach-Zehnder interferometer. As the two-photon interference visibility $V_{HOM}(\tau)$ at zero-time delay is solely determined by the detector response time under continuous wave excitation, its maximum value is not indicative of indistinguishability of the photon wavepackets [66]. Therefore, we instead consider the Coalescence Time Window, $CTW = \int V_{HOM}(\tau) d\tau$, given by the shaded area in Fig. 3A–C, which depends on the full duration of $V_{HOM}(\tau)$ and is thus independent of detector jitter [45-48]. A detailed analysis of CTW...
for atomic two-level systems and solid-state nanostructures interacting with a vibrational environment is described in the SI [57]. We now investigate the effect of PSB on the CTW as shown in Fig. 3D. The experimental data points around $\Omega \lesssim \Omega_{\text{sat}}$ show qualitative agreement with our theoretical model (solid line): the quantitative discrepancy originates from experimental imperfections (e.g. spatial mode overlap or unbalanced splitting ratio of the beam splitter [67]). In the absence of phonons (dashed curve), we find that it differs from our data around $\Omega_{\text{sat}}$ and leads to very different predicted limiting behaviour for $\Omega \ll \Omega_{\text{sat}}$. The saturation at low excitation power is due to the lifetime limit of the QD: the photon coherence is not solely determined by the laser coherence in this power regime. Thus, the width of the visibility dip should converge as $\Omega \to 0$, resulting in the convergence of the CTW to a finite value, as opposed to increasing indefinitely, even for an ideal continuous wave source [45, 48].

Unfortunately, the shaded region $\Omega \lesssim 0.5\Omega_{\text{sat}}$ is inaccessible in our experimental setup: here the predominantly Rayleigh scattered photons inherit the laser coherence ($\sim 100$ kHz). This coherence exceeds the interferometric delay in our unbalanced Mach-Zehnder setup, and undesired one-photon interference dominates the measurement [43, 48]. Nonetheless, the agreement between measured data and theoretical model for $\Omega \gtrsim \Omega_{\text{sat}}$ supports the validity of the polaron model and justifies the extrapolation into the low excitation regime. The decreasing CTW is consistent with the reduced $V_{\text{HOM}}(0)$ in Ref. [49], owing to the large separation of timescales between phonon dynamics and average time between scattering events. Our results thus show that the vibrational environment of solid-state emitters degrades the achievable indistinguishability of resonantly scattered photons.

Motivated by the observation that the vibrational environment impacts the ground state of the two-level transition, we proceed to investigate how the phonon interaction affects the spin-flip Raman photon spectrum. The three-level spin-Λ system for $X^1$ with an in-plane magnetic field is shown in Fig. 4C.

The vertical transition $|\uparrow\rangle \leftrightarrow |\downarrow, \uparrow\rangle$ is resonantly excited and we collect the scattered Raman photons from the diagonal transition $|\downarrow\rangle \leftrightarrow |\uparrow, \downarrow\rangle$. Fig. 4A shows the spin-flip Raman photon spectrum in the weak driving regime, $\Omega \approx 0.1\Omega_{\text{sat}}$. We observe a narrow ZPL and a broad PSB, independent of $\Omega$, in the low-resolution spectra — similar to the two-level case. The ZPL fraction, given by the ratio of the integrated intensity of the ZPL to the total emission spectrum (ZPL + PSB) is shown in Fig. 4B for two QDs, with $\alpha_{\text{DW}} = 0.924 (4)$ and $\alpha_{\text{ZPL}} = 0.911 (4)$. 

FIG. 3. Two-photon interference between scattered photons from a neutral exciton $X^0$ as a function of driving strength. (A, B, C) Two-photon interference visibilities, $V_{\text{HOM}}(\tau)$ at $\Omega \approx 0.5\Omega_{\text{sat}}$, $\Omega \approx \Omega_{\text{sat}}$ and $\Omega \approx 3\Omega_{\text{sat}}$ respectively. (D) The coalescence time window (CTW) normalized by the lifetime of the emitter ($\tau_1 = 0.625$ ns) deduced from the experimental (dots) and theoretical (solid line) CTW as a function of driving Rabi frequency, $\Omega$. The dashed line represents the theoretical CTW curve without the contribution from phonons. The shaded region represents the region inaccessible in experiment.

FIG. 4. Spin-flip Raman photon spectra from a solid-state spin-Λ system. (A) Scattered Raman photons from QD1 shows a narrow zero-phonon line (ZPL) and a broad phonon sideband (PSB) at $\Omega \approx 0.1\Omega_{\text{sat}}$. The fit is produced by non-Markovian model using the same set of parameters as in Fig. 3B. (B) The ZPL fraction is constant over two orders of magnitude in Rabi frequencies. It gives $\alpha_{\text{ZPL}} = 0.924 (4)$ (QD1) and $\alpha_{\text{DW}} = 0.911 (4)$ (QD2). (C, D, E) Emission spectra of the scattered Raman photons from QD2 at three different Rabi frequencies ($\Omega \approx 0.1\Omega_{\text{sat}}, \Omega_{\text{sat}}, 10\Omega_{\text{sat}}$) show an Autler-Townes splitting at $\Omega \gtrsim \Omega_{\text{sat}}$. Zero detuning corresponds to energy of ZPL at 1.277 eV. The broad linewidth ($\Gamma \approx 2$ µeV) originates from the spin ground state dephasing due to nuclear spin fluctuations.
\( \alpha_{DW} = 0.911(4) \) for QD1 and QD2, respectively. The observation that the ratio of ZPL to PSB of the Raman photons remains constant over two orders of magnitude in Rabi frequency leads to the conclusion that the ground spin states are dressed by the vibrational couplings. This contradicts the common consensus that Raman photons are highly coherent and limited only by ground state spin dephasing [13-20]. We note that the detrimental effect of the electron-phonon interaction persists even when there is only negligible excited QD population, so that even Raman red-detuned excitation of the spin-\( \Lambda \) system will not eliminate the phonon sideband. Furthermore, we expect the same effect on the wavepacket indistinguishability (CTW) as we have discussed for the two-level transition.

To further characterize the coherence of the ZPL of the Raman photons, we measure the spectra from QD2 with the high-resolution Fabry-Pérot interferometer. The emergence of a single Gaussian peak with width \( \approx 2 \mu \text{eV} \) (FWHM) at \( \Omega \approx 0.1 \Omega_{\text{sat}} \) (Fig. 4C) and an Autler-Townes doublet at \( \Omega \gtrapprox \Omega_{\text{sat}} \) (Fig. 4D and 4E) confirm the nature of coherent driving in the spin-\( \Lambda \) system. As explained in the SI [57], the relatively broad linewidth (\( \Gamma \approx 2 \mu \text{eV} \)) of the spin-flip Raman photon is due to the spin ground state dephasing which is dominated by the coupling of electron spin to the nuclear spin bath [18, 47].

In summary, our experimental and theoretical results contradict the expectation that perfectly coherent photons can be obtained from a solid-state emitter, either by weak resonant driving of a two-level transition or as Raman scattered photons. Instead, we have shown that the solid-state environment, and the associated exciton-phonon interaction, invariably limit the coherence of resonantly scattered photons: a minimum fraction \( \alpha_{DW} \) of photons are scattered incoherently, for any excitation power and scheme. We argue that these phonon-induced effects are due to the relaxation of the phonon bath in the excitonic ground state, explaining why neither the weak driving nor Raman red-detuned excitation regimes mitigate the interaction. Whilst it is possible to filter the phonon sideband, this introduces a probabilistic element to the success rate of obtaining indistinguishable photons. Furthermore, despite being an intuitive solution, embedding the QD inside a cavity or waveguide for strong Purcell enhancement can only partly reduce the adverse effects of the vibrational environment, and, in the case of a cavity-embedded QD, at the cost of efficiency [10]. Our non-Markovian polaron frame model agrees well with the experimental data for both the two-level and three-level solid-state systems, showing that the presence of the vibrational environment impacts the emitter’s dynamics even in the low power, Raman red-detuned regime.
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See Supplemental Material at URL for description of the experimental setup, details on the post-select two-photon interference measurement, coalescence time window (CTW), the nuclear spin coupling to Raman photons and the derivation of the associated polaron master equation for a spin-A system.


The equivalence between $\langle B \rangle$ and the Franck-Condon factor stems from the fact that both quantities emerge as vibrational prefactors when taking the transition probability of the system coupled to the vibrational environment.
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I. Experimental Setup and Lifetime Measurements

Fig. S1A shows the schematic of the experimental setup used to perform spectroscopy measurements on the emission from a semiconductor InGaAs Quantum dot (QD) mounted in the Voigt configuration. A tunable continuous wave (CW) laser is used to excite the QD which is kept cold at T = 4 K in a closed-cycle helium flow cryostat. In resonance fluorescence (RF), a cross-polarization scheme using a pair of orthogonally oriented linear polarizers (LP) on the excitation and the collection arms of the confocal microscope is used to suppress the background scattering laser up to 107. A quarter-wave plate (λ/4) is used to correct any birefringence due to optics in the propagation path. The excitation power is measured by the photodiode (PD). The photons scattered from the QD are coupled into a single mode (SM) fibre which is directed to (i) a spectrometer, (ii) a 27.5 MHz resolution, 5.5 GHz free spectral range fiber Fabry–Pérot interferometer (FPI), (iii) a Hanbury-Brown and Twiss interferometer (HBT) or (iv) an unbalanced Mach-Zehnder interferometer (MZI) setup (with interferometric delay of ΔT = 49.7 ns) to measure intensity correlations and two-photon interference. An example of the RF spectrum as the QD is detuned across the laser resonance for the neutral exciton X0 is shown in Fig. S1B. To perform a lifetime measurement on the emission from a neutral exciton, instead of a CW laser, the QD is excited with a mode-locked resonant pulse laser (with ps pulse width and 80.3 MHz repetition rate). The scattered photons are detected using superconducting nanowire single-photon detectors (SNSPD) (timing jitter ∼ 100 ps). The signal from the SNSPD is then sent to a time-correlated single photon counting module (PicoHarp 300) with the start channel synced to the pulsed laser. The results from the lifetime measurement is shown in Fig. S1C for both QDs studied in the paper. The coincidence histogram shows a single exponential decay term (corresponding to the lifetime of the emitter, T1) and a fast oscillation term (corresponding to the fine-structure splitting, Δ of the neutral exciton). A simple exponential decay with a sinusoidal function gives T1 = 625 (2) ps, Δ = 18.3 (1) μeV and T1 = 679 (1) ps, Δ = 21.3 (2) μeV for QD1 and QD2, respectively.

II. Post-Select Two-Photon Interference

We perform Hong-Ou-Mandel type two-photon interference measurements [1] by sending the resonantly scattered photons to an unbalanced Mach-Zehnder interferometer (as shown in Fig. S1A(iv)). Here, the photons are split equally (transmission, T ~ 53 %) along two paths with one of the paths being delayed by ΔT = 49.7 ns before they interfere on a fibre beam splitter (T ~ 51 %), shown in Fig. S2. Here, we perform two sets of measurements: g∥(τ) and g⊥(τ). The visibility is obtained as follows:

\[ V_{\text{HOM}}(\tau) = \frac{g_{\perp}(\tau) - g_{\parallel}(\tau)}{g_{\perp}(\tau)}. \]  

(S1)

Fig. S3(A-C) show the results of the two-photon interference measurement from a neutral exciton, X0 from QD1. The bias applied to the QD device is selected such that only one of the fine structure of the neutral exciton is addressed. The solid lines on g∥(τ) and g⊥(τ) are produced using the equations from Ref. [2], convolved with the setup instrument response function (IRF), which is determined by a Gaussian peak with a full-width at half maximum (FWHM) of 160 ps. We take into account the timescale for the additional bunching (caused by fluctuations in the electronic environment) in g∥(τ) by modifying the autocorrelation function g∥(τ) shown in Fig. S3D. By introducing this additional bunching timescale τR, the modified autocorrelation function is then given by

\[ g^{(2)}(\tau) = g^{(2)}_{\text{RF}}(\tau) \times (1 + b e^{-|\tau|/\tau_R}), \]  

(S2)

where b is the amplitude of the bunching and g^{(2)}_{\text{RF}}(\tau) is the autocorrelation function for resonant excitation of a two-level system [3]. Fitting Eq. (S2) to the experimental data, we obtain b = 0.245 (1) and τR = 137 (1) ns.
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The motivation to use CTW rather than the two photon visibility at zero time delay is that, for continuous wave excitation, the latter is solely determined by the detector response time and is not indicative of indistinguishability of the photon wavepackets [4]. The advantage of using the CTW to characterise the indistinguishability is that it is not affected by the timing jitter of the detectors: averaging over temporal delay, it gives the characteristic time beyond which no two photon interference can be observed. Indeed, one can see how Eq. (S3) does not depend on detector jitter by noting that the latter can be accurately described by a convolution of the signal $V_{\text{HOM}}(\tau)$ with a normal distribution having width proportional to the detector resolution:

$$\text{CTW} = \int_{-\infty}^{\infty} d\tau \ V_{\text{HOM}}(\tau) \ast \phi_{\tau_d}(\tau)$$  (S4)

where $\tau_d$ is the detector resolution, and $\phi_{\tau_d}(\tau)$ is the normal distribution with FWHM $\tau_d$ centred at $\tau = 0$. The CTW remains sensitive to experimental imperfections other than the detector jitter: for example, it will still be affected by the presence of background scattered light, spatial overlap on the beam splitter and imperfection in polarization [5, 6].

Having motivated the use of the CTW over the visibility at zero delay, we now briefly outline the derivation of our theoretical model, as well as an approximation leading to the simplified visibility model given in Ref. [7]. We denote the operators of the field inputs prior to the second beam splitter by $E_{1,2}(t)$, respectively (c.f. Fig. S2). Since for an unbalanced Mach-Zehnder setup the two input operators differ only by the temporal delay in one of the arms, we may write these as $E_1(t) = E_{0 \Delta T}(t)$ and $E_2(t) = E(t)$. Furthermore, we can relate the input field operators to the QD emission by using $E(t) = E_0 \sigma^{-}(t)$, where $E_0$ is the vacuum field, and $\sigma^{-}(t)$ is the Heisenberg picture dipole lowering operator [8]. Thus, we may write the output field modes.
Figure S3. **Autocorrelation measurement and Two-photon Interference.** (A, B) Correlation measurement for the two-photon interference of indistinguishable $g^{(2)}_0(\tau)$ and distinguishable photons $g^{(2)}_\perp(\tau)$ at saturation, $\Omega \approx \Omega_{\text{sat}}$ with their respective fit functions (orange) within a correlation window of ±100 ns (A) and ±10 ns (B). (C) Visibility of the resonantly scattered photons from QD1 extracted using Eq. S1 at $\Omega \approx \Omega_{\text{sat}}$. The shaded region in $V_{\text{HOM}}(\tau)$ gives the coalescence time window (CTW) of 1.24 (10) ns. (D) Autocorrelation measurement, $g^{(2)}(\tau)$ at $\Omega \approx 0.1 \Omega_{\text{sat}}$ on the resonantly scattered photons exhibits a suppressed multi-photon emission probability of $g^{(2)}(0) = 0.046$ (13).

after the secondary beam splitter as

$$E_3(t) = \frac{1}{\sqrt{2}} (E_1(t) + E_2(t)) = \frac{1}{\sqrt{2}} (\sigma_- (t + \Delta T) + \sigma_- (t)),$$

$$E_4(t) = \frac{1}{\sqrt{2}} (E_1(t) - E_2(t)) = \frac{1}{\sqrt{2}} (\sigma_- (t + \Delta T) - \sigma_- (t)).$$

(S5)

We are now in a position to fully expand the second order correlation function for the output field modes $E_3(\tau)$ and $E_4(\tau)$, given by

$$g^{(2)}(\tau) = \frac{\langle E_3^\dagger(t)E_3(t + \tau)E_4(t + \tau)E_3(t) \rangle}{\langle E_3^\dagger(t + \tau)E_3(t + \tau)\rangle \langle E_4^\dagger(t + \tau)E_4(t + \tau) \rangle}.$$  

(S6)

Expanding $g^{(2)}(\tau)$, we obtain 16 terms involving the dipole operators. Whilst we refrain from writing the full expression here, we note that each term has one of the three forms:

1. $\langle \sigma_+ (t) \sigma_+ (t + \tau + k\Delta T) \sigma_- (t + \tau + k\Delta T) \sigma_- (t) \rangle$, $k \in \{0, 1\}$: which is essentially the standard second order correlation function evaluated at different delays.

2. Correlation operators involving an odd number of dipole operator contributions from the two interferometer arms (such as $\langle \sigma_+ (t + \Delta T) \sigma_- (t) \sigma_- (t + \tau) \sigma_+ (t + \tau + k\Delta T) \sigma_- (t) \rangle$). Whilst these terms vanish for low laser coherence $T_L$ compared to $\Delta T$ [5, 9], we are in the opposite regime, where $T_L \gg \Delta T$, and thus we keep these terms in our calculations.

3. $\langle \sigma_+ (t + \Delta T) \sigma_- (t + \tau) \sigma_- (t + \tau + \Delta T) \sigma_- (t) \rangle$ and its complex conjugate. If we treat the output from both arms as independent, we can write this term as

$$\langle \sigma_+ (t + \Delta T) \sigma_- (t + \tau + \Delta T) \sigma_+ (t + \tau) \rangle \approx \langle \sigma_+ (t + \Delta T) \sigma_- (t + \tau) \rangle \langle \sigma_+ (t + \tau + \Delta T) \sigma_- (t) \rangle.$$

(S7)

We find that this approximation is valid for a delay $\Delta T = 49.7$ ns. In the absence of the vibrational environ-
ment, it has been shown that the CTW increases beyond 2T_1 as Ω → 0 due to the increasing elastic fraction of scattered photons [2, 5].

IV. Spin-Λ System Coupled to Nuclear Spin Bath

Fig. S4 shows the emission spectra from a resonantly driven negatively charged exciton, X^{1-} at zero field (A) and Voigt field (4 T) (B) in the weak excitation regime, Ω ≈ 0.1Ω_Nat. At zero field, the emission spectra of X^{1-} consists of an elastic peak (given by the red dashed line) and two Raman peaks (given by the green dashed-dotted line). The origin of the presence of the Raman peaks is due to the non-zero coupling of the ground state electron spins to the nuclear spin bath [10, 11]. This gives rise to non-zero nuclear-spin induced magnetic field (Overhauser field), B_N ≈ 346 (11) MHz ≈ 25 mT, which splits the ground state of X^{1-}. The broken symmetry forms a four-level double-Λ system (see Fig. 1(D) in main text). This allows the previously forbidden diagonal transition (in the spin-z (σ_z) basis) which gives the Raman side peaks [11]. The ground state spin flip rate is proportional to the Overhauser field fluctuations, δB_N = 188 (5) MHz. In the absence of the finite exciton-phonon coupling, since the coherence of the Raman photons is determined by the ground state dephasing rate [12-14], the linewidth of the Raman side peaks is given by the spin flip rate, which is 2√2 log 2δB_N = 421 (11) MHz. This result matches the linewidth of the scattered Raman photons at B_{ext} = B_⊥ = 2T, Γ = 439 (20) MHz, within one standard deviation.

Alternatively, one could solve the rate equations of a three level spin-Λ system analytically for a strong external magnetic field, B_{ext} >> δB_N such that the Overhauser field fluctuations are partially suppressed [11]. In this regime, the component of δB_N perpendicular to the applied field, B_{ext} can be ignored to a good approximation. Assuming both ground states are equally populated initially, the resulting emission spectrum, S(ω), contains two delta functions, one being the elastic peak with the same frequency as the laser, ω, and the other being a shifted inelastic peak with frequency given by ω - B,

\[ S(ω) = \frac{Ω^2}{2Γ}[δ(ω) + δ(ω - B)], \quad (S8) \]

where B = B_{ext} + B_N, Ω is the driving Rabi frequency and Γ is the spontaneous emission rate. Averaging the emission spectrum S(ω) over the Overhauser field fluctuations, the resulting spectrum, ⟨S(ω)⟩ is

\[ ⟨S(ω)⟩ = \frac{Ω^2}{2Γ} \left[ δ(ω) + \frac{e^{(ω - B_{ext})^2/2δB_N^2}}{δB_N√2π} \right], \quad (S9) \]

where the first term represents the elastically scattered Rayleigh photons, given by the delta function and the second term describes the inelastically scattered Raman photons which is given by a Gaussian with a full-width at half maximum (FWHM) of 2√2 log 2δB_N = 439 (20) MHz. In the experiment, since a cross polarization technique is used to collect only the orthogonally polarized Raman photons, we could neglect the first term in Eq. S9. Hence we are left with the Gaussian term which describes the spectrum of the scattered Raman photons. Using the linewidth of the Gaussian fit on the spectrum in Fig. S4B, we get δB_N = 186 (8) MHz which shows agreement with the results obtained from fitting the zero field spectra with the model described in Ref. [11].

Disregarding phonon interactions, this agrees with the previous predictions that the coherence of the Raman zero phonon line is given by the ground (spin) state dephasing rate, proportional to the Overhauser field fluctuations (Refs. [11, 12, 14]). However, the presence of the phonon sideband that accompanied by the Raman zero phonon line (as shown in Fig. 4A) modifies this picture and renders the scattered Raman photons partially incoherent.

V. X^{1-} spin-Λ system dynamics

In this section we present the model used for the theoretical spectra using the polaron frame master equation formalism. We focus on the X^{1-} - Λ system formed by driving the spin-conserving |↑⟩ → |T⇑⟩ transition and collect emission from the spin-flipping |T⇓⟩ → |↓⟩ transition. The full Hamiltonian for the four level system discussed in the main text can be written as:

\[ H_{TLS} = H_0 + H_Ω \]

\[ H_0 = \frac{δe}{2} (|↓⟩⟨↓| - |↑⟩⟨↑|) + \frac{δh}{2} (|T⇑⟩⟨T⇑| - |T⇓⟩⟨T⇓|) + \frac{ω_0}{2} (|↑⟩⟨↑| + |↓⟩⟨↓|) + \frac{ω_1}{2} (|T⇑⟩⟨T⇓| + |T⇓⟩⟨T⇑|) \]

\[ H_Ω = Ω cos(ω_L t) (|T⇑⟩⟨T⇓| + |T⇓⟩⟨T⇑|) , \quad (S10) \]

where |↑⟩, |↓⟩ and |T⇑⟩, |T⇓⟩ are the negatively charged ground and trion states, respectively. ω_0 and ω_1 are the exciton transition and laser frequencies, respectively.

Starting with the system initialized in the |↑⟩ ground state, we drive using vertically polarized light (driving the |↑⟩ → |T⇑⟩ transition), and collect cross polarized light (|T⇓⟩ → |↓⟩). After moving to the rotating frame with respect to the driven transition, and subtracting a term proportional the identity, we focus on the spin-Λ system formed by the states \{ |↑⟩, |↓⟩, |T⇑⟩ \} in order to obtain the Hamiltonian

\[ H_0 = \frac{δe}{2} (|↓⟩⟨↓| - |↑⟩⟨↑|) + \frac{δh}{2} (|T⇑⟩⟨T⇑| - |T⇓⟩⟨T⇓|) + \frac{ω_0}{2} (|↑⟩⟨↑| + |↓⟩⟨↓|) + \frac{ω_1}{2} (|T⇑⟩⟨T⇓| + |T⇓⟩⟨T⇑|) \]

\[ H_Ω = Ω cos(ω_L t) (|T⇑⟩⟨T⇓| + |T⇓⟩⟨T⇑|) , \quad (S11) \]
Figure S4. **Resonance fluorescence spectra from the same negatively-charged exciton, X\(^{1−} \)** transition at below saturation, \(\Omega \approx 0.1 \Omega_{\text{sat}}\). (A) At \(B_⊥ = 0\) T, the fluorescence spectra of the photons scattered from the negatively-charged exciton (X\(^{1−} \)) shows an elastic peak (red dashed line) and two displaced inelastic Raman peaks (green solid line). The origin of the splitting is due to the coupling of the electron spin to the nuclear spin bath, whereby it induces a Zeeman splitting proportional to the mean nuclear spin field, \(\langle \vec{B}_N \rangle\). The linewidth of the Raman peaks gives \(\Gamma = 421\) (11) MHz and is proportional to the nuclear spin fluctuation, \(\delta B\). (B) At \(B_⊥ = 2\) T, the emission spectra from the Raman transition shows a single Gaussian line-shape. The linewidth \(\Gamma\), extracted from the fit (orange) is \(\Gamma = 439\) (20) MHz, which shows agreement with the linewidth obtained in the zero field.

\[
H = \frac{\delta}{2} |\downarrow\rangle \langle \downarrow| + \frac{\Omega}{2} \left(|T_\uparrow\rangle \langle \uparrow| + |T_\downarrow\rangle \langle \downarrow|ight), \tag{S11}
\]

where \(\delta = 2\delta_e\).

### A. Exciton–photon interaction

The photonic environment can be modelled by the Hamiltonian

\[
H^{\text{nq}}_E = \sum_{q, \lambda} v_q a_q^\dagger a_{q, \lambda}, \tag{S12}
\]

where \(a_{q, \lambda}^\dagger\) (\(a_{q, \lambda}\)) is the creation (annihilation) operator for a photon of momentum \(q\) and polarization \(\lambda\). In the dipole approximation, the photon interaction Hamiltonian is of the form

\[
H^{\text{nq}}_I = -d_{\uparrow \downarrow} \cdot E(r_d)(|\downarrow\rangle \langle T_\uparrow| + |T_\uparrow\rangle \langle \downarrow|) - d_{\uparrow \uparrow} \cdot E(r_d)(|\uparrow\rangle \langle T_\uparrow| + |T_\downarrow\rangle \langle \uparrow|), \tag{S13}
\]

with \(E(r_d)\) being the Schrödinger picture electric field in free space at the location \(r_d\) of the dipole, and \(d_{\uparrow \downarrow} = \langle \downarrow | \mathbf{D} | T_\uparrow \rangle\) and \(d_{\uparrow \uparrow} = \langle \uparrow | \mathbf{D} | T_\uparrow \rangle\) are the transition matrix element of the dipole operator for the \(|T_\uparrow\rangle \rightarrow |\downarrow\rangle\) and \(|T_\uparrow\rangle \rightarrow |\uparrow\rangle\) transitions respectively.

### B. Exciton–phonon interaction

Unlike for atomic systems, the vibrational environment plays a key role in the dynamics of a confined electron in a QD. As an electron is excited from the valence to the conduction band, the charge configuration of the semiconductor is modified accordingly. This results in a shift of the lattice ions’ equilibrium positions, giving rise to an exciton–phonon coupling depending on the excitons’ state. The phonon bath can be described via the Hamiltonian

\[
H^{\text{pn}}_E = \sum_k \omega_k b_k^\dagger b_k, \tag{S14}
\]

where \(b_k^\dagger\) (\(b_k\)) is the creation (annihilation) operator for a phonon of momentum \(k\). The corresponding Hamiltonian governing the exciton–phonon interaction dynamics is then given by

\[
H^{\text{pn}}_I = |T_\uparrow\rangle \langle T_\uparrow| \sum_k g_k (b_k^\dagger b_k), \tag{S15}
\]

where \(g_k\) is the coupling strength of the excited electronic configuration with phonon mode \(k\), given by \([15]\)

\[
s_k = \left(\frac{\hbar}{2\rho v \omega_k}\right)^{1/2}, \left[\hat{M}_X(k)e^{-d_k^2 |k|^2/4} - \hat{M}_0(k)e^{-d_0^2 |k|^2/4}\right], \tag{S16}
\]

where \(\rho\) is the mass density of the solid, \(v\) is the lattice volume, \(\hat{M}_X(k)\) and \(\hat{M}_0(k)\) are the long-wavelength phonon coupling matrix elements for the excited and ground state, respectively, and \(d_X\) and \(d_0\) characterize the size of the electron and hole wavefunctions, respectively.
C. Master equation dynamics: strong vibrational coupling

To summarize, our system consists of the following Hamiltonian:

\[ H_{\text{tot}} = H + H_E^{pl} + H_P^{pl} + H_I^{pl} + H_I^{pn} ; \]
\[ H = \delta | \downarrow \rangle \langle \downarrow | + \frac{\Omega_P}{2} \left( | T_{\uparrow} \rangle \langle \uparrow | + | \uparrow \rangle \langle T_{\uparrow} | \right) , \]
\[ H_E^{pl} = \sum_{q, \lambda} v_q a^+_q a_{q\lambda} , \]
\[ H_P^{pl} = \sum_{k} \omega_k b^+_k b_k , \]
\[ H_I^{pl} = -d_{\uparrow \downarrow} \cdot \mathbf{E}(r_d) \left( | \downarrow \rangle \langle T_{\uparrow} | + | T_{\uparrow} \rangle \langle \downarrow | \right) + \Omega_P a^+_\alpha \lambda \]
\[ H_I^{pn} = | T_{\uparrow} | \langle T_{\uparrow} | \sum_{k} \delta_k (b^+_k + b_k) . \]

Having described full exciton, vibrational and photonic environment systems, we are now in a position to briefly go through the details of the master equation describing the excitonic dynamics. For a solid state system, we expect a significantly strong coupling to the vibrational environment. Hence, the polaron, or Lang-Firsov [16], frame adequately captures the dynamics of our system [17, 18]. The two transitions \(| T_{\uparrow} \rangle \rightarrow | \downarrow \rangle \) and \(| T_{\uparrow} \rangle \rightarrow | \uparrow \rangle \) couple to the same vibrational environment, and hence the polaron transformation can be written as \( U_p = e^{i S_p} \), where

\[ S_p = | T_{\uparrow} | \langle T_{\uparrow} | \sum_{k} \delta_k (b^+_k + b_k) . \]

It can be easily shown that \( U_p \) can be simplified to

\[ U_p = | \uparrow \rangle \langle \uparrow | + | \downarrow \rangle \langle \downarrow | + | T_{\uparrow} \rangle \langle T_{\uparrow} | B_+ ; \]
\[ B_+ = \prod_{k} e^{\frac{\delta_k}{\omega_k} (b^+_k - b_k)} , \]

and that, in the absence of driving, diagonalizes the phonon interaction \( H_I^{pn} \). Using this transformation, we obtain the Hamiltonian in the polaron frame, indexed by the subscript \( P \):

\[ H_{\text{tot}} = H_P + H_E^{pl} + H_P^{pn} + H_I^{pl} + H_I^{pn} ; \]
\[ H_P = \delta_p | \downarrow \rangle \langle \downarrow | + \frac{\Omega_{P}}{2} \left( | T_{\uparrow} \rangle \langle \uparrow | + | \uparrow \rangle \langle T_{\uparrow} | \right) , \]
\[ H_E^{pl} = \sum_{q, \lambda} v_q a^+_q a_{q\lambda} , \]
\[ H_P^{pn} = \sum_{k} \omega_k b^+_k b_k , \]
\[ H_I^{pl} = -d_{\uparrow \downarrow} \cdot \mathbf{E}(r_d) \left( | \downarrow \rangle \langle T_{\uparrow} | + | T_{\uparrow} \rangle \langle \downarrow | \right) + \Omega_P a^+_\alpha \lambda , \]
\[ H_I^{pn} = \Omega_P \left[ | \uparrow \rangle \langle T_{\uparrow} | (B_+ - \langle B \rangle) + | T_{\uparrow} \rangle \langle \uparrow | (B_+ - \langle B \rangle) \right] . \]

Following the steps of Refs. [17, 18], we can derive the corresponding emission rates, it would be beneficial to write the two interaction Hamiltonians in a more compact form. Thus, with the definitions

\[ A_{1, \uparrow}^{pl} = | \uparrow \rangle \langle T_{\uparrow} | A_{1, \downarrow}^{pl} = | \downarrow \rangle \langle T_{\uparrow} | , \]
\[ A_{2, \uparrow}^{pl} = A_{1, \uparrow}^{pl} , \]
\[ B_{1/2, \uparrow}^{pl} = B_+ , C_1 = i \sum_{q, \lambda} d \cdot u^*_{q\lambda} \langle r_d | a^+_q a_{q\lambda} \]
\[ \text{and } C_2 = C_1^2 , \]

expanding \( \mathbf{E}(r_d) \) into the corresponding photonic creation and annihilation operators [22], we can write the Hamiltonian \( H_{\text{I}}^{I_{P}} \) [18] as

\[ H_{I_{P}}^{I_{P}} = \sum_{j \in \{ \uparrow, \downarrow \}} \sum_{i=1}^{2} A_{i,j}^{I_{P}} \otimes B_{i}^{I_{P}} \otimes C_{j} . \]

Similarly we can write a more compact phonon interaction Hamiltonian

\[ H_{I_{P}}^{I_{P}} = \sum_{i=1}^{2} A_{i}^{I_{P}} \otimes B_{i}^{I_{P}} , \]

where \( B_{1/2, \uparrow}^{I_{P}} = B_+ = \left( \langle B \rangle \right) \), \( A_{1, \uparrow}^{I_{P}} = \Omega/2 | \uparrow \rangle \langle T_{\uparrow} | \) and \( A_{2, \uparrow}^{I_{P}} = A_{1, \uparrow}^{I_{P}} \). Following the steps of Refs. [17, 18], we
can now obtain the following ME in the polaron frame:

\[
\frac{d}{dt} \rho_{SP}(t) =
- \int_0^\infty dt \text{Tr}_E \left[ H_{ip}^{\rho}(t), [H_{ip}^{\rho}(t - \tau), \rho_{SP}(t) \otimes \rho_E^{\rho'}(0)] \right]
- \int_0^\infty d\tau \text{Tr}_E \left[ H_{ip}^{\rho}(t), [H_{ip}^{\rho}(t - \tau), \rho_{SP}(t) \otimes \rho_E(0)] \right],
\]

where \(\rho_{SP}(t)\) is the density matrix in the \(\Lambda\)-system in the polaron frame, and \(\rho_E\) is the joint optical-vibrational density matrix. The above was derived under the assumption that the (initial) environmental state is thermal, hence \(\rho_E(0)\) factorizes as \(\rho_E(0) = \rho_E^{\rho''}(0) \otimes \rho_E^{\rho'}(0)\).

In the ME formalism, the rate \(\gamma(\omega)\) of a dissipative process is given by \(\gamma(\omega) = 2 \text{Re} \left[ \int_0^\infty ds K(s) \right]\), where \(K(s)\) is the relevant correlation function [c.f. Eq. (3.137) in Ref. [22]]. For our phonon dissipator (first term in Eq. S23), these functions are given by

\[
C_{ii}^{\rho''}(\tau) = \text{Tr}_E \left[ B_{i+}^{\rho''}(\tau) B_{i-}^{\rho''}(0) \rho_E^{\rho''}(0) \right] = \langle B \rangle^2 (e^{\phi(\tau)} - 1),
\]

\[
C_{ij}^{\rho''}(\tau) = \text{Tr}_E \left[ B_{i+}^{\rho''}(\tau) B_{j-}^{\rho''}(0) \rho_E^{\rho''}(0) \right] = \langle B \rangle^2 (e^{-\phi(\tau)} - 1),
\]

where \(i, j \in \{1, 2\}\), \(i \neq j\). The temperature-dependent phonon propagator \(\phi(\tau)\) is given by

\[
\phi(\tau) = \int_0^\infty \frac{I_{pn}(\omega)}{\omega^2} \left( \cos(\omega T) \coth(\beta \omega / 2) - i \sin(\omega T) \right) d\omega,
\]

where \(\beta = 1/k_B T\), with \(k_B\) being the Boltzmann constant and \(T\) the temperature. This allows us to write the operator expectation \(\langle B \rangle\) as

\[
\langle B \rangle = \exp \left[ -\frac{1}{2} \int_0^\infty \frac{I_{pn}(\omega)}{\omega^2} \coth(\beta \omega / 2) \right] \]

\[
= \exp \left[ -\frac{1}{2} \phi(0) \right].
\]

After some algebra, we obtain a phonon dissipator of the form

\[
\gamma_{pn}(\omega') (\mathcal{L}[\sigma^\dagger_-] + \mathcal{L}[\sigma^\dagger_+]) + \gamma_{pn}(-\omega') (\mathcal{L}[\sigma^\dagger_-] + \mathcal{L}[\sigma^\dagger_+])
- \gamma_{cd}(\omega') (\mathcal{L}_{cd}[^\dagger_-^\dagger] + \mathcal{L}_{cd}[^\dagger_+^\dagger]) + \mathcal{L}_{cd}[^\dagger_+^\dagger]
- \gamma_{cd}(-\omega') (\mathcal{L}_{cd}[^\dagger_-^\dagger] + \mathcal{L}_{cd}[^\dagger_+^\dagger]),
\]

where \(\sigma^\dagger_\pm = |\uparrow, \downarrow\rangle \langle \uparrow, \downarrow|\), \(\sigma^\dagger_\pm = |\uparrow\rangle \langle \uparrow|\), \(\mathcal{L}[\sigma^\dagger_-] + \mathcal{L}[\sigma^\dagger_+]\) and \(\mathcal{L}_{cd}[\sigma^\dagger_-] + \mathcal{L}_{cd}[\sigma^\dagger_+]\) correspond to the phonon absorption \((\gamma_{pn}(\omega'))\), emission \((\gamma_{pn}(-\omega'))\) and cross-dephasing rates \((\gamma_{cd}(\omega'))\) given by [18, 20, 21].

Having derived the corresponding phonon absorption/emission rates, we now briefly turn our attention to the second term in Eq. (S23). This term governs the system’s interaction with the electromagnetic environment in the polaron frame, and thus gives the corresponding correlation functions

\[
C_{ij,\uparrow,\downarrow}(\tau) = C_{ij,\uparrow,\downarrow}^{\rho''}(\tau) := C_{ij}^{\rho''}(\tau) = \text{Tr}_E \left[ B_{i+}^{\rho''}(\tau) \otimes C_{j-}^{\rho''}(\tau) \right] \left( B_{i+}^{\rho''}(0) \otimes C_{j-}(0) \right) \rho_E(0)
= \text{Tr}_E \left[ B_{i+}^{\rho''}(\tau) B_{j+}^{\rho''}(0) \rho_E^{\rho''}(0) \right] \text{Tr}_E \left[ C_{ij}^{\rho''}(\tau) C_{j-}(0) \rho_E^{\rho'}(0) \right],
\]

where \(i, j \in \{1, 2\}\). As the two transitions \(|\uparrow\rangle \leftrightarrow |\uparrow\rangle\) and \(|\downarrow\rangle \leftrightarrow |\downarrow\rangle\) are coupled to both the vibrational and electromagnetic baths, the above correlation function is the same for both transitions of the \(\Lambda\) system. We also note that the cross correlation terms involving both transitions will vanish due to the orthogonal dipole moments of the two transitions [23]. After substituting for the bath operators, and making use of the creation/annihilation commutation relations, we get that the only the \(C_{11}^{\rho''}\) correlation function is non zero, giving the standard phonon emission rates \(\gamma_{11,j} = \omega_j^2 d_j^2 / (3\pi \epsilon_0 h c^3)\), \(j \in \{\uparrow, \downarrow\}\) [23].

VI. \(X^0\) two-level system dynamics

In this section, we briefly sketch the derivation for the \(X^0\) exciton master equation, analogous to the charged exciton master equation from the previous section. Denoting the ground and excited states for this two-level system as \(|0\rangle\) and \(|X\rangle\), respectively, the Hamiltonian in the frame rotating at the exciton transition frequency \(\omega_0\) is given by
The phonon correlation operator can be easily expanded as

\[ H_{\text{tot}} = H + H_{E}^{pl} + H_{E}^{pn} + H_{I}^{pl} + H_{I}^{pn} \; ; \]

\[ H = \frac{\Omega}{2} \langle |X \rangle \langle 0 | + | 0 \rangle \langle X | \rangle \; , \]

\[ H_{E}^{pl} = \sum_{q, \lambda} v_{q} a_{q}^{\dagger} a_{q_{\lambda}} \; , \]

\[ H_{E}^{pn} = \sum_{k} \omega_{k} b_{k}^{\dagger} b_{k} \; , \]

\[ H_{I}^{pl} = -d_{X0} \cdot E(r_{d}) \langle |0 \rangle \langle X | + | X \rangle \langle 0 | \rangle \]
- \[ d_{X0} \cdot E(r_{d}) \langle |0 \rangle \langle X | + | X \rangle \langle 0 | \rangle \; , \]

\[ H_{I}^{pn} = |X \rangle \langle X | \sum_{k} g_{X}(b_{k}^{\dagger} + b_{k}) \; , \]

where \( d_{X0} \) is the transition matrix element for the exciton transition. Thus, using the polaron transformation \( S_{X} = |X \rangle \langle X | \sum_{k} \frac{2}{\omega_{k}} (b_{k}^{\dagger} - b_{k}) \) and following the derivation in the previous section and Ref. [17], we arrive at a similar master equation for the neutral exciton, with the phonon dissipator given by

\[ \gamma^{pn}(\omega) \mathcal{L}[\sigma_{-}] + \gamma^{pn}(-\omega) \mathcal{L}[\sigma_{+}] \]
\[ - \gamma_{cd}^{pn}(\omega) \mathcal{L}_{cd}[\sigma_{-}] - \gamma_{cd}^{pn}(\omega) \mathcal{L}_{cd}[\sigma_{+}] \; , \]

where \( \sigma_{-} = |0 \rangle \langle X | \), whilst the electromagnetic environment dissipation can be described by a Lindblad superoperator \( \mathcal{L}[\sigma_{-}] \) and a dissipation rate \( \gamma_{0} = \omega_{0}^{3} a_{j}^{2} / (3 \pi e_{0} \hbar c^{3}) \), that is, \( \gamma_{0} \mathcal{L}[\sigma_{-}] \).

VII. Polaron frame correlation operators

Without going into the explicit form of every term of the HOM \( g^{(2)}(\tau) \) in the polaron frame, we note that a general correlation operator of the form \( \langle \sigma_{+}(t_{1}) \sigma_{+}(t_{2}) \sigma_{-}(t_{3}) \sigma_{-}(t_{4}) \rangle \) in the polaron frame is given by

\[ \langle \sigma_{+}(t_{1}) \sigma_{+}(t_{2}) \sigma_{-}(t_{3}) \sigma_{-}(t_{4}) \rangle \approx \langle B_{+}(t_{1}) B_{+}(t_{2}) B_{-}(t_{3}) B_{-}(t_{4}) \rangle \]
\[ \times \langle \sigma_{+}(t_{1}) \sigma_{+}(t_{2}) \sigma_{-}(t_{3}) \sigma_{-}(t_{4}) \rangle \; , \]

where the approximation in the second holds due to the difference in timescales associated with the exciton lifetime (nanoseconds) and the phonon bath relaxation time (picoseconds) [17]. The phonon correlation operator can be easily expanded as

\[ \langle B_{+}(t_{1}) B_{+}(t_{2}) B_{-}(t_{3}) B_{-}(t_{4}) \rangle \]
\[ = \langle B_{+}(t_{1}) B_{+}(t_{2}) B_{-}(t_{3}) B_{-}(t_{4}) \rangle \]
\[ \times \exp [i \Im \{ \phi(t_{2} - t_{1}) \}] \exp [i \Im \{ \phi(t_{4} - t_{3}) \}] \]
\[ \times \exp [i \Im \{ \phi(t_{1} + t_{2} - t_{3} - t_{4}) \}] \; , \]

where \( \Im \) denotes the imaginary part, and \( \langle B_{\pm}(t_{1}) \rangle \) is given by

\[ \langle B^{\pm}_{\pm}(t_{1}) \rangle \]
\[ = \exp \left[ -\frac{1}{2} \int_{0}^{\infty} \frac{P_{\pm}(\omega)}{\omega^{2}} |\kappa_{\pm}^{\pm}(\omega)^{2} \coth(\beta \omega / 2)| \right] \; , \]

where \( \kappa_{\pm}^{\pm}(\omega) = e^{i \omega t_{1}} + e^{i \omega t_{2}} - e^{i \omega t_{3}} - e^{i \omega t_{4}} \). These expressions can be simplified further by noting that the phonon propagator vanishes on a picosecond timescale, resulting in an easier numerical evaluation of Eq. (S33).

VIII. Resonance fluorescence spectrum

In this section, we outline the derivation of the RF spectral function in the presence of strong vibrational coupling. In the polaron frame, this quantity is simply given by the Fourier transform of the (steady-state) first order correlation function \( \lim_{\tau \to \infty} \langle E^{(-)}(R, t) E^{(+)}(R, t + \tau) \rangle \), where \( E^{(-)}(R, t) \) and \( E^{(+)}(R, t) \) are, respectively, the negative and positive components of the electric field operator evaluated at the position \( R \) of the detector [23].

\[ S(\omega) \propto \int_{-\infty}^{\infty} d\tau \sum_{j \in \uparrow, \downarrow} e^{-i(\omega - \omega') \tau} \]
\[ \langle \sigma_{j}(\tau) B_{+}(\tau) \sigma_{j}^{\dagger}(0) B_{-}(0) \rangle \; , \]

where we have exploited the temporal homogeneity of the stationary correlation function, and where the subscript ‘s’ denotes the trace taken with respect the steady-state density matrix. Due to the different timescales [18] for the phonon and photon processes, Eq. (S35) simplifies to

\[ S(\omega) \propto |B|^{2} \int_{-\infty}^{\infty} d\tau \sum_{j \in \uparrow, \downarrow} e^{-i(\omega - \omega') \tau} e^{i \phi(\tau)} \]
\[ \langle \sigma_{j}^{\dagger}(\tau) \sigma_{j}^{\dagger}(0) \rangle \; . \]

Similarly, for the neutral exciton, the spectral function is given by
\[ S(\omega) \propto \langle B \rangle^2 \int_{-\infty}^{\infty} d\tau e^{-i(\omega - \omega')\tau} e^{i\phi(\tau)} \times \langle \sigma_+ (\tau) \sigma_- (0) \rangle_s . \]