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Abstract- This paper presents the results of modelling to predict the effluent biological oxygen demand (BOD$_5$) concentration for primary clarifiers using a hybridisation of unsupervised and supervised artificial neural networks. The hybrid model is based on the unsupervised self-organising map (SOM) whose features were then used to train a multi-layered perceptron, feedforward back propagation artificial neural networks (MLP-ANN). In parallel with this, another MLP-ANN was trained but using the raw data. A comparison of the outputs from the two MLP-ANNs showed that the hybrid approach was far superior to the raw data approach. The study clearly demonstrates the usefulness of the clustering power of the SOM in helping to reduce noise in observed data to achieve better modelling and prediction of environmental systems behaviour.
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I. INTRODUCTION

With tighter regulations on river water quality, it is important to limit point source pollution by improving the performance of wastewater treatment plants. Controlling treatment plants through modelling is technically the most feasible and maybe least costly way of achieving a sustainable improvement in performance. This is because modelling the wastewater treatment units can help the operator to test some corrective actions without the need to apply them to the real process and in this way identify the corrective actions that give better performance.

Modelling and controlling the primary clarifier (PC) are very important since its performance directly influences the subsequent biological and sludge treatment units and hence the overall performance of the treatment plant$^1$. In addition, the biological load used for sizing the secondary treatment stage reactor and for estimating various process control parameters, e.g. the food to microorganism ratio (F/M), is derived from the PC effluent BOD$_5$.

Thus, due to the importance of primary clarifiers (primary sedimentation tanks), numerous efforts have been devoted to the development of primary clarifier models$^2$. Primary clarification is often considered as being not very "sensitive", resulting in the use of simplified, steady-state approach models to represent its dynamic behaviour$^3$. Additionally, most of the available primary clarifier models do not consider any biological reactions to occur in the reactor, simulating only the suspended solids (SS) behaviour, whereas in certain cases some biological phenomena take place in the primary settler as modelled by Reference$^4$.

However, modelling the PC to accommodate the aforementioned extra dimensions has many problems including the variability of influent characteristics, variability of particle sizes and corresponding settling velocities, scouring and re-suspension of settled particles, interactions between different micro-organism populations, and the variability of desludging operations$^5$. All these problems give the PC its nonlinear characteristics and time-varying parameters. Thus, most approaches to modelling the PC using mechanistic paradigms have relied on numerous simplifying assumptions in order to make the problem tractable.

For this work, an alternative approach involving neural computing has been applied to model the PC. Artificial neural networks (ANNs) can be used to model any complex, nonlinear and dynamic systems without the need to specify the functional form of the governing relationship a priori$^6$. However, basic multi-layered perceptron (MLP)-ANNs are affected by the quality of the data such as noise and missing values, which can make effective training difficult. To solve this problem, the Kohonen self-organising map (KSOM), an unsupervised ANN, has been further used to extract the features from the noisy data, which are then used to drive the MLP-ANN. The results of the two approaches, i.e. MLP-ANN on noisy and on KSOM-features data, are presented and compared.

Artificial Neural Networks

An ANN is a mathematical model or a form of computing algorithm inspired by the functioning of the biological nervous system. In mathematical terms, ANNs are non-linear statistical data modelling tools used to model complex relationships between inputs and outputs or to find patterns in data. In most cases, an ANN is an adaptive system that changes its structure based on external or internal information that flows through the network during the learning phase. In other words, knowledge is acquired by the network through a learning process and the inter connections between the elements of the network store the knowledge$^7$.

ANN is inspired by knowledge from neuroscience but it draws its methods from statistical physics$^7$. The fundamental aspects of ANNs are the use of simple processing elements, which are models of the neurons in the brain. These elements (neurons) are then connected together in a well-structured way. The network then is taught, to achieve a particular task or function of interest, by patterns of data presented, such that it can subsequently not only
recognise such patterns when they occur again, but also recognise similar patterns by generalisation [8].

In other words, an ANN is a parallel-distributed information processing system that has certain performance characteristics resembling biological neural networks of the human brain [8]. The mathematical development of ANN is based on the following rules.

1. Information processing occurs at many single elements called nodes, also referred to as units, cells, or neurons.
2. Signals are passed between nodes through connection links.
3. Each connection link has an associated weight that represents its connection strength.
4. Each node typically applies a nonlinear transformation called an activation function to its net input to determine its output signal.

Thus, an ANN is characterized by its architecture that represents the pattern of connection between nodes, its method of determining the connection weights, and the activation function. A typical ANN consists of a number of nodes that are organized according to a particular arrangement as shown in Fig. 1.

One way of classifying ANNs is by the number of layers: single and multilayer. In a feed-forward network, the nodes are generally arranged in layers, starting from a first input layer and ending at the final output layer. There can be several hidden layers, with each layer having one or more nodes. Information passes from the input to the output side. The nodes in one layer are connected to those in the next, but not to those in the same layer. Thus, the output of a node in a layer is only dependent on the inputs it receives from previous layers and the corresponding weights.

In most networks, the input (first) layer receives the input variables for the problem at hand. This input later thus consists of all quantities that can influence the output. The last or output layer consists of values predicted by the network and thus represents model output. The number of hidden layers and the number of nodes in each hidden layer are usually determined by a trial-and-error procedure. The schematic in Fig. 1 has a single hidden layer.

A. Mathematical Aspects of ANN

A schematic diagram of a typical j-th node is shown in Fig. 2. The inputs to such a node may come from system causal variables or outputs of other nodes, depending on the layer that the node is located in. These inputs form an input vector $X = (x_1, \ldots, x_i, \ldots, x_n)$. The sequence of weights leading to the node form a weight vector $W_j = (w_{1j}, \ldots, w_{ij}, \ldots, w_{nj})$, where $w_{ij}$ represents the connection weight from the i-th node in the preceding layer to this node.

The output of node $j$ is obtained by computing the value of the activation function with respect to the inner product of vector $X$ and $W_j$ minus $b_j$, where $b_j$ is the threshold value, also called the bias, associated with this node, i.e.:

$$y_j = f(XW_j - b_j)$$  \hspace{1cm} (1)

where function $f(.)$ is the activation function, whose functional form determines the response of a node to the total input signal it receives. The most commonly used form of $f(.)$ is the sigmoid function, given as:

$$f(t) = \frac{1}{1 + e^{-t}}$$  \hspace{1cm} (2)

The sigmoid function is a bounded, monotonic, non-decreasing function that provides a graded, nonlinear response. This function enables a network to map any nonlinear process. The popularity of the sigmoid function is partially attributed to the simplicity of its derivative that will be used during the training process.
B. Network Training

In order for an ANN to generate an output vector that is as close as possible to the target vector, a training process, also called learning, is employed to find optimal weight matrices W and bias vectors b, that minimize a predetermined error function that usually has the form:

\[ E = \sum_{i=1}^{n} \sum_{j=1}^{p} (y_{i,j} - y'_{i,j})^2 \]  

(3)

In Equation (3), \( y_{i,j} \) is the observed (i.e. the target) i-th element of the j-th output variable, \( y'_{i,j} \) is the corresponding value predicted by the model, \( p \) is the number of output variables (i.e. the number of output nodes) and \( n \) is the number of observations for each output variable. In general, there are two types of training: the supervised and unsupervised.

C. Supervised Training Algorithm

A supervised training algorithm requires an external teacher to guide the training process. This typically implies that a large number of examples (or patterns) of inputs and outputs are required for training. The inputs are cause variables of a system and the outputs are the effect variables. This training procedure involves the iterative adjustment and optimization of connection weights and threshold values for each of nodes until the error function in Equation (3) is minimised by searching for a set of connection strengths and threshold values that cause the ANN to produce outputs that are equal or close to targets. After training has been accomplished, it is hoped the ANN is then capable of generating reasonable results given new inputs.

Back-propagation is perhaps the most popular algorithm for training ANNs [8]. It is essentially a gradient descent technique that minimizes the network error function in Equation (3). Each input pattern of the training data set is passed through the network from the input layer to the output layer. The network output is compared with the desired target output, and an error is computed based on Equation (3). This error is propagated backward through the network to each node, and correspondingly the connection weights are adjusted based on Equation (4):

\[ \Delta w_{ij}(t) = -\varepsilon \frac{\partial E}{\partial w_{ij}} + \alpha \Delta w_{ij}(t-1) \]  

(4)

where \( \Delta w_{ij}(t) \) and \( \Delta w_{ij}(t-1) \) = weight increments between node i and j during the tth and (t -1)th pass, or epoch. \( \varepsilon \) and \( \alpha \) are called learning rate and momentum, respectively.

A similar equation is written for correction of bias values. The momentum factor can speed up training in very flat regions of the error surface and help prevent oscillations in the weights. The learning rate is used to increase the chance of avoiding the training process being trapped in a local minimum instead of the global minima. The above assumes that the architecture of the network, i.e. the number of hidden layers and nodes/layer, is known. However, this is not true and the best architecture has to be established as part of the training process. In general, it has been shown that one hidden layer such as that in Fig. 1, having sufficient number of neurons, can approximate any complex relationships and thus most ANNs comprise one hidden layer. The number of neurons in this single hidden layer is determined by trial and error [9].

D. Unsupervised Training Algorithm

In contrast to supervised training algorithms, an unsupervised training algorithm does not involve a teacher. During training, only an input data set is provided to the ANN that automatically adapts its connection weights to cluster those input patterns into classes with similar properties. The most commonly used unsupervised ANN is the Kohonen self-organising map shown in Fig. 3 [10]. It is usually presented as a dimensional grid or map whose units (i.e. nodes or neurons) become tuned to different input data patterns.

![Fig. 3 Illustration of the winning node and its neighbourhood in the Kohonen Self-organizing Map](image).

The principal goal of the KSOM is to transform an incoming signal pattern of arbitrary dimension into a two-dimensional discrete map in such a way that similar patterns are represented by the same output neurons, or by one of its neighbours [11]. In this way, the KSOM can be viewed as a tool for reducing the amount of data by clustering, thus converting complex, nonlinear statistical relationship between high dimensional data into simple relationship on low dimensional display [10, 12]. This mapping roughly preserves the most important topological and metric relationship of the original data elements, implying that the KSOM translates the statistical dependences between the data into geometric relationships, whilst maintaining the most important topological and metric information contained in the original data. Hence, not much information is lost during the mapping. In addition, similarities in relationship within the data and clusters can be visualised in a way that enables the user to explore and interpret the complex relationship within the data set.
KSOM algorithms are based on unsupervised competitive learning, which means that training is entirely data driven and the neurons or nodes on the map compete with each other. In contrast to supervised ANNs, which require that target values corresponding to input vectors are known, KSOM does not require the desired output to be known, hence, no comparisons are done to predetermine the ideal responses. During training, only input patterns are presented to the network which automatically adapts the weights of its connections to cluster the input patterns into groups with similar features [13, 14].

Thus, the KSOM consists of two layers: the multi-dimensional input layer and the competitive or output layer; both of these layers are fully interconnected as illustrated in Fig. 3. The output layer consists of M neurons arranged in a two-dimensional grid of nodes. Each node or neuron i (i = 1, 2, ..., M) is represented by an n-dimensional weight or reference vector W_i = [w_i1, ..., w_in]. The weight vectors of the KSOM form a codebook. The M nodes can be ordered so that similar neurons are located together and dissimilar neurons are remotely located on the map.

To train the KSOM, the multi-dimensional input data are first standardized by deducting the mean and subsequently dividing the results by the corresponding standard deviation. Each of the M nodes of the map is seeded with a vector of randomly generated standardised values; the dimension of these weight vectors is equal to that of each of the input vector. Then a standardized input vector is chosen at random and presented to each of the individual map nodes or neurons for comparison with their code vectors in order to identify the code vector most similar to the presented input vector. The identification uses the Euclidian distance, which is defined in Equation (5):

\[
D_k = \sqrt{\sum_{v=1}^{m} (x_v - w_{k,v})^2}; k = 1, 2, ..., M
\]  

where D_k is the Euclidian distance between the current input vector and the weight vector k; m is the dimensionality of the input vector; x_v is the vth element of the current input vector; w_{k,v} is its corresponding value in weight vector k; and M is the total number of neurons in the KSOM.

The neuron whose vector most closely matches the input data vector (i.e. for which the D_k is a minimum) is chosen as a winning node or the best matching unit (BMU) as illustrated in Fig. 3. The vector weights of this winning neuron and those of its adjacent neurons are then adjusted to match the input vector using an appropriate algorithm, thus bringing the two vectors further into agreement. It follows that each neuron in the map internally develops the ability to recognize input vectors similar to itself. This characteristic is referred to as self-organizing, because no external information is supplied to lead to a classification [13].

The process of comparison and adjustment continues until some specified error criteria are attained when the training stops. The following two error criteria are normally used: the quantization error and the topological error defined by Equations (6) and (7), respectively [16, 17]. Ref. [16] provided further details regarding the step-by-step procedure of the KSOM algorithms, including particular descriptions of the weight updating and neighbourhood functions.

\[
q_e = \frac{1}{N} \sum_{j=1}^{N} \|x_j - W_c\| \quad (6)
\]

\[
t_e = \frac{1}{N} \sum_{j=1}^{N} u(x_j) \quad (7)
\]

where q_e is the quantization error; N is the number of samples; X_l is the lth data sample or vector; W_c is the prototype vector of the best matching unit X_l denotes Euclidian distance; te is the topological error; and u is a binary integer, which is equal to 1, if the first and second best matching units for the argument of u are not adjacent units on the map, otherwise u is zero.

The application of the KSOM for prediction purposes is illustrated in Fig. 4 [18]. First, the model is trained using the training data set. Then to predict a set of variables as part of an input vector, they are first removed from the vector and the depleted vector is subsequently presented to the KSOM to identify its BMU using the Euclidian distance calculated with the depleted input vector, i.e. any missing variable is just omitted from the calculation of the relevant D_k. However, since the code vector of the identified BMU is complete, the values for the missing variables in the input vector are then obtained by their corresponding values in the BMU.

The KSOM can be used for many practical tasks, such as the reduction of the amount of training data for model identification, nonlinear interpolation and extrapolation, generalisation and compression of information for easy transmission [10, 19]. Indeed, the KSOM has been used for a...
wide variety of applications, mostly for engineering problems but also for data analysis \[20\]. However, the most important applications of the KSOM have been in the visualisation of high-dimensional systems and process data and the discovery of categories and features in raw data. This application is called the exploratory data analysis or data mining \[10, 19\].

E. Hybrid Modelling Strategy

The formulation of the BP-ANN presented earlier assumes that all the input and output exemplars used for the training are complete, i.e. there are no missing values. If any of the vectors are incomplete, then that vector will have to be removed from the training data set thus depleting the amount of experience available to the ANN to learn from. Apart from missing values, data on environmental systems can also contain outliers, which are observations that do not belong to the population being analysed either because they are abnormally too high or abnormally too low. Where there is evidence that certain observations are outliers, such data must be removed from the record so as not to distort the subsequent analysis and the interpretation of the ensuing results. Removing outliers in this way further depletes the available data for model training. However, the KSOM could be used to pre-process the incoming information in order to remove any noise in the data record caused by missing values and outliers. Because the KSOM clusters the incoming vectors, the resulting features are complete with no missing values. Additionally, since the input vectors clustered in a given KSOM node are represented by the weight vector of that node, outliers and other unrepresentative are no longer present. In this way, the features should perform better when fed as input into a BP-ANN than using the raw input vectors. The combination of KSOM and BP-ANN is what has been presented as the hybrid modelling approach in this work and is illustrated in Fig. 4.

II. METHODS AND MATERIALS

A. Case Study

The methodology of this research work was applied to data from Seafield wastewater treatment plant in Edinburgh, UK for the purpose of predicting the effluent 5-day biochemical oxygen demand (BOD\(_5\)), for assessing the performance of primary clarifier of wastewater treatment works. In the application, two situations were investigated: using the MLP-ANN on raw data; and using MLP-ANN on features extracted using the KSOM (i.e. the hybrid KSOM-ANN).

The Seafield plant is part of the Almond Valley and Seafield project, an environmental regenerating initiative by Scottish Water for Edinburgh city and Lothian regions. The plant is operated by Veolia Water under a private finance initiative. The population equivalent (pe) of the treatment plant is currently 480,000 but is predicted to increase to 520,000 by 2023 \[21\].

The catchment served by Seafield treatment works contain both separate and combined sewerage systems with a number of combined storm overflows discharged to local watercourses. The main outfall, however, is situated adjacent to the proposed multimillion pound housing, leisure, business and continental ferry development at Leith Docks, and to Portobello beach in the east of the city, which has been designated a bathing beach. For the latter reason, part of the effluent of the works is subject to UV disinfection during the summer bathing season prior to being discharged.

The plant comprises 8 circular sedimentation tanks, 4 rectangular non-nitrifying aeration lanes, and 8 circular final settlement tanks. The main treatment is preceded by six screens (spacing: 6 mm), four Detritor grit removal units and four storm tanks; the storm tanks come into operation when the flow reaching the works exceeds the 3DWF (Dry weather flow) design flow. When the storm tanks fill up, they spill and this spilled flow is discharged directly into the receiving environment without any further treatment; anything left in the storm tank at the end of the storm is returned to the head of the primary tanks for treatment. A layout of the Seafield works is shown in Fig. 5.

B. Data

Daily record sheets describing the operation of the Seafield activated sludge treatment plant in Edinburgh (Scotland, UK) for a period of approximately three years (1 May 2002 – 31 March 2005) with a total of 1066 data vectors were obtained from the plant operators, Thames Water. A summary of the variables measured at the inlet to the works is shown in Table 1. An important feature of the data record is the large number of missing values.
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C. Numerical Analysis and Modelling

The SOM toolbox for Matlab 5 [22] was used for the SOM training and to extract the features. The training of the MLP-ANN used the ANNT tool in Matlab. The neural networks have five input variables: influent flow, influent chemical oxygen demand (COD), influent suspended solids (SS), influent ammonia, and the sludge blanket depth in the PC. These variables were chosen because of their relatively high correlation coefficients with the PC effluent BOD5 as demonstrated by Ref. [23]. To overcome the over-fitting problem, the early-stop rule was used. Since the goal of the network training is not to learn the exact representation of the training data itself but to build a model of the process that generates the data, it is important that the network exhibits good generalisation. Early stopping is the most widely used technique to overcome the over-fitting problem and to find the network having the best performance on new data. Early stopping involves the splitting of the available data into 3 subsets: training set, validation set and testing. During network training, the error on the validation set is monitored as well as the error on the training set. Training will continue until the error on the validation set increases implying over-fitting [7, 8]. Training can therefore be stopped at the point of the smallest error with respect to the validation data set, since this gives a network that is expected to have the best generalization performance. After the model has been trained, the testing set is then used to verify the effectiveness of the stopping criterion and to estimate the expected performance in the future [9]. In the current study, the split adopted was as follows: for training (500 data points); for validation (200 data points); and for testing (366 data points). All the models were evaluated using three criteria namely, correlation coefficient (R), mean square error (MSE) and average absolute error (AAE).

III. RESULTS AND DISCUSSION

A. KSOM Component Planes

The SOM component planes of the features are illustrated in Fig. 6. These visualizations present large amounts of detailed information in a concise and summary manner in order to give a qualitative idea of the properties of the data. Additionally such visualizations enable the human visual system to detect the complex relationships in a multidimensional data. Each component plane shows the distribution or spread of values of one weight vector component. By comparing patterns in identical positions of the component planes, it is possible to reveal correlations, e.g. if large (or small) values of one variable are associated with large (or small) values of another, then there is positive correlation between the two.

Each component plane can be thought of as a "sliced" version of the SOM, because it consists of the values of single vector variable in all map units. These planes are built using colour levels to show the value of a given feature of each SOM unit in the two dimensional lattice, such that the lighter the colour, the higher the relative component value of the corresponding weight vectors. In other words, the component planes show the value of the variables in each cluster [22].

![Fig. 6 the SOM Component Planes](image)

The beauty of the component planes is that the correlations between the components can be readily visualized. For example, there appears to be a negative correlation between the influent flow rate and the effluent BOD5 and SS concentrations, because high flow rates are associated with low concentrations of the two water quality parameters. The Edinburgh works receives combined sewage; the increased flow rate associated with storm water input will cause a dilution of the water quality parameters causing concentrations to decline. However, increased flow rate also means lower residence time in the PC and hence lower removal efficiency, which should manifest itself as increased concentrations of the SS and BOD5 in the effluent. The fact that lower effluent concentrations of these water quality parameters are being observed here is probably because the effect of the dilution has exceeded the effect of the reduction in removal efficiency caused by the low detention time. Another correlation visually evident from the component planes is the positive correlation between the influent flow rate and the surface & weir overflow rates, as expected. Both the surface and weir overflow rates show a
negative correlation with the effluent BOD5 and effluent SS, principally because of the dilution effect as explained earlier. Another feature is that there is clear correlation between the influent BOD5 and SS concentrations and their corresponding effluent concentrations, as one would expect a “low in, low out” relationship for these quality parameters.

The estimated correlations between the variables of the prototype vectors are presented in Table 2, which help to confirm the observations made previously by visualizing the component planes. As seen in the Table, the effluent BOD5 and SS concentrations are reasonably well correlated with all the other variables. This implies that all the other variables can be selected as causal factors when developing intelligent models for predicting the PC effluent BOD5 and SS.

### B. Mlp-Ann Modelling

To reach the suitable network architecture for the MLP-ANN, simulations were run for various assumed numbers of hidden neurons. Table 3 summarizes the errors during training, validation, and testing for the MLP-ANN modelling of both data sets, i.e. raw data and features of the raw data. From Table 3, it is clear that the hybrid approach involving the use of SOM features as input to the MLP-ANN performed much better than using the raw data for developing the MLP-ANN. For example, using the correlation coefficient in Table 3 to illustrate, the minimum correlation during testing for the hybrid model was 0.84 which was much higher than the maximum correlation recorded for raw data of 0.73. This same trend can be seen for MSE and AAE, the other two error criteria evaluated where in general the AAE for the raw data is generally twice as large as the corresponding value for the hybrid model for all the simulations. This is because the features have eliminated the noise in the raw data set, which affected the performance of the basic ANN.

Based on the summary in Table 3, the 18-node architecture can be taken as a compromise best structure since no significant improvement in all the three performance criteria occurs when the number of neurons is increased beyond 18. On the other hand, there were sustained, distinct improvements in the model performance until the 18-node structure was attained.
The current work used a new methodology based on a hybrid supervised-unsupervised ANN to improve the performance of the basic back-propagation ANN method in modelling the primary clarifier of a wastewater treatment plant. The method was applied to data taken from the Seafield wastewater treatment plant in Edinburgh, UK, during a period of about three years. Input variables were selected based on their correlation with the effluent BOD5, which was the target prediction variable. Several ANN models with different numbers of neurons in the hidden layers were developed. For each model, two types of data were used, the first one is the raw data set and the second...
one is the extracted features of the raw data using the Kohonen self-organising map. The results showed that the models using the features were better than those using the raw data.

The findings prove the ability of KSOM to improve the performance of modelling using basic back-propagation ANN, particularly when the available data are noisy, a common problem with the process data of wastewater treatment plants. Furthermore, the KSOM can readily deal with missing values in one or more of the input variables without significantly negative impacts on the accuracy of the model. The methodology is therefore applicable to other water and environmental engineering problems.
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