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Abstract: We have used an InGaAs/InP single-photon avalanche diode detector module in conjunction with a time-of-flight depth imager operating at a wavelength of 1550 nm, to acquire centimeter resolution depth images of low signature objects at stand-off distances of up to one kilometer. The scenes of interest were scanned by the transceiver system using pulsed laser illumination with an average optical power of less than 600 µW and per-pixel acquisition times of between 0.5 ms and 20 ms. The fiber-pigtailed InGaAs/InP detector was Peltier-cooled and operated at a temperature of 230 K. This detector was used in electrically gated mode with a single-photon detection efficiency of about 26% at a dark count rate of 16 kilocounts per second. The system’s overall instrumental temporal response was 144 ps full width at half maximum. Measurements made in daylight on a number of target types at ranges of 325 m, 910 m, and 4.5 km are presented, along with an analysis of the depth resolution achieved.
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1. Introduction

Time of flight (ToF) light detection and ranging (LiDAR) systems have been used for a variety of remote sensing applications including terrain mapping, environmental monitoring, and security [1–3]. A new class of LiDAR system based on time correlated single-photon counting (TCSPC) techniques [4, 5] has emerged in recent years. In comparison with conventional ToF LiDAR systems [6], ToF single-photon depth imagers can offer shot noise limited detection, as well as excellent surface-to-surface resolution.

There are a number of detector choices for single-photon LiDAR systems operating at wavelengths shorter than 1000 nm, for example: micro-channel plate (MCP) detectors [7], photomultiplier tubes (PMTs) [8] or silicon-based single-photon avalanche diodes (SPADs) [9–12]. Highly optimized individual SPADs have been used in a number of single-photon counting systems but significant progress has been made on the development of CMOS Si SPAD arrays and their use in ToF depth imaging systems [13–15].

Single-photon imagers working in the short-wavelength infrared range (1400 to 3000 nm) have the advantage of being less affected by solar background noise [16] and less attenuated by the atmosphere [17], as well as remaining eye-safe at significantly higher power levels than wavelengths in the retinal hazard region of the spectrum which extends from 400 to 1400 nm [18]. However, semiconductor-based single-photon detectors operating in this spectral region generally have had issues with significantly increased dark count rates [19]. There have been reports of measurements made using SPAD arrays fabricated from InGaAsP/InP and InGaAs/InP operating at 1064 nm [20] and 1550 nm wavelength [21] respectively, as well as with arrays of Sb-containing devices [22], but kilometer-range depth imaging with such devices has not been reported in the literature. Recently, superconducting nanowire single photon detectors (SNSPDs) have demonstrated promising results for infrared single-photon detection [19, 23], and have been successfully used for ranging [24] and depth imaging at long distances [25]. SNSPDs require cooling to temperatures typically less than 4 K [23, 26], and whilst miniaturized closed-cycle cooling has made this considerably more practical in recent years, the requirement for such low temperatures remains a major disadvantage in depth imaging applications that require compact transceivers.

In this paper, we describe a scanning single-photon ToF depth imager that incorporated an individual, highly optimized, Peltier-cooled InGaAs/InP SPAD [27–33] that operates in “gated-mode”. The fiber-pigtailed InGaAs/InP SPAD detector is cooled to a temperature of 230 K, and with the excess bias set at 5 V, has a dark count rate of around 16 kilocounts per second (kcps) and a single-photon detection efficiency of about 26% at the selected illumination wavelength of 1550 nm [34, 35]. We describe the use of this InGaAs/InP SPAD detector to perform depth imaging at a wavelength of 1550 nm in bright daylight. Three-dimensional images with sub-centimeter depth uncertainties were achieved at stand-off distances of 325, 910 and 4500 meters. To the best of our knowledge, this is the first report of a kilometer-range scanning depth imager, using an illumination wavelength in the 1550 nm region of the spectrum, to employ an individual semiconductor single-photon detector. The work reported here has successfully demonstrated long range ToF depth imaging in daylight using a compact, low power
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consumption detector module in conjunction with an eye-safe, pulsed 1550 nm wavelength laser source.

2. Description of the 1550 nm wavelength single-photon imager

A schematic of the system set-up is shown in Fig. 1. The 1550 nm wavelength pulsed laser illumination was provided by a supercontinuum laser source (SuperK EXTREME EXW-6, NKT Photonics, Denmark). For the measurements reported here, the repetition frequency of the laser was set to 40 MHz and the illumination beam had an average optical power of less than 600 µW on exiting the transceiver unit, corresponding to approximately 15 pJ per pulse. The pulse width of the laser was less than 50 ps. The supercontinuum laser system provided flexibility for exploring the performance parameters of the depth imaging system but the timing jitter of the system and the optical power levels used for the measurements presented in this paper are fully consistent with using, for example, a relatively inexpensive gain-switched picosecond diode laser as the source. In these experiments, the wavelength selection from the broadband laser output was achieved by using a series of optical filters: a 30 nm wide bandpass filter (BPF1) with a central wavelength of 1550 nm; a longpass filter (LPF1) with a cut-on wavelength of 1500 nm; and a shortpass filter (SPF) with a cut-off wavelength of 1845 nm. This spectrally selected output was delivered to the transceiver unit through a polarization-maintaining fiber (PMF). A linear polarizer (LP) and a half-wave plate (HWP) were used to orientate the polarization in order to optimize coupling into the fiber, and transmission through the transceiver.

The custom-built scanning transceiver system used for our previous work at shorter wavelengths (λ ~850 nm) was employed – reference [11] provides a more complete description, and a photograph, of the transceiver unit which was designed to allow for flexibility in reconfiguring. With the exception of the spectral filters, the near infrared optical components and the 500 mm focal length objective lens (OL) were the same as those previously used for depth imaging with an SNSPD system at 1560 nm [25]. The optical receive channel of the transceiver included a longpass filter (LPF2) with a cut-on wavelength of 1500 nm, and a 30 nm wide bandpass filter (BPF2) with a central wavelength of 1550 nm, in order to reduce the amount of solar background in the collected scattered return signal. An armored, 10 µm diameter core, single mode fiber (SMF) was used to deliver the spectrally filtered return signal, to the fiber-coupled detection head of the InGaAs/InP SPAD detector. The optical components and optomechanics of this transceiver assembly have shown good long-term mechanical stability with the assembly maintaining its optical alignment over the course of month-long field trials. These trials were conducted from our roof laboratory facility where the temperature can vary by about 10 °C over the course of a day.

The optical layout of our transceiver system is monostatic: i.e. the transmit and receive channels are co-axial and therefore a number of optical components, including the XY scanning mirrors, are common to both channels as can be seen in Fig. 1. This has a number of advantages particularly in terms of the spatial alignment of the transmit and receive channels since the optical system does not need to be adjusted when the target stand-off distance is changed. This is in contrast to bistatic systems where the transmit and receive channels are physically separate entities, not sharing the same optical components. However, when a monostatic transceiver arrangement is used in conjunction with a sensitive detector such as a single-photon counting system, optical back reflections from the components can be significant – this is discussed further in section 4.
A synchronous electrical trigger mechanism between the laser source, the detector, and the acquisition module was needed for accurate time correlation. This was provided by the laser source as a nuclear instrumentation module (NIM) pulse signal with a frequency of 40 MHz for all our measurements. This signal was split in two by a power splitter - one part was used to trigger the control unit of the InGaAs/InP SPAD detector, and the other was down-divided to 2.5 MHz to accommodate the maximum count rate limit of the start trigger input of the TCSPC module (PicoHarp 300, PicoQuant GmbH, Germany). This therefore provided 16 optical pulses per histogram width, and all returned photons were efficiently recorded within this time window subject to the usual statistical rules governing time-correlated single-photon counting, as described in section 3 below and reference [4]. The output of the InGaAs/InP SPAD detector provided the stop trigger of the TCSPC module which was configured with a 16 ps time bin width. The TCSPC module, the scanning galvanometer mirrors (GM1 and GM2), and the InGaAs/InP SPAD detector, were controlled via custom-designed software. Overall, the system design reduces background noise counts via a combination of spectral, spatial, and time-gated filtering approaches. The spectral filtering is achieved by the two optical filters used in the receive channel of the system (see Fig. 1), the spatial filtering is performed by the 10 µm diameter core of the fiber connected to the detector, and the time-gating is inherent to the TCSPC technique.

3. Single photon detection by the gated-mode InGaAs/InP SPAD detector

The fiber-pigtailed InGaAs/InP SPAD detector had an active area diameter of 25 µm and was packaged within a detection module which is described more fully in references [34, 35]. The module used custom control software for set-up and re-configurability. The
detector was cooled to 230 K by means of an in-package thermo-electric cooler and used an electrical gating approach to switch the detector to above avalanche breakdown, into the Geiger mode, at pre-programmed time intervals for a gate-on time of 7 ns, as shown in Fig. 2. The excess bias was set to 5 V and the resulting photon detection efficiency was about 26%, with a dark count rate of 16 kcps. InGaAs/InP SPAD detectors suffer from afterpulsing, an effect where charge carriers are trapped during the avalanche process, and are subsequently released causing further avalanche events which increase the background counts. To reduce the contribution of afterpulsing, the detector was biased below avalanche breakdown for a pre-programmed hold-off time to allow for trap states to empty prior to the detector being re-activated, thus lowering the afterpulsing probability to negligible levels. Typically, this hold-off time was greater than 10 µs, which was well in excess of the gating period, meaning that a number of detection gates were skipped after each event. As is usual in the time-correlated single-photon counting technique, it is important that the probability of a detection event is low compared to the excitation rate (typically below 5%) to avoid the effects of “pulse pile-up” [4], and this probability must include the effect of skipped detection gates.

![Fig. 2. Timing diagram for the gated mode operation used with the SPAD detector. A 40 MHz synchronous clock signal was supplied to the detector module. Using this clock as a trigger, the detector was gated on for a pre-determined period, \( T_{ON} \), then switched off until the next clock trigger. If an avalanche event is triggered within the detector (e.g. by an incident photon) during the gate then an output pulse will be registered, as shown at time (a) in the figure. The detector will be rapidly quenched and remain off for a set hold-off time, \( T_{HO} \), to reduce the probability of afterpulsing. Any clock triggers (and thus incident photons) will be ignored during this period, e.g. at time (b). Once the hold-off duration is complete, the gate is once again ready to be triggered by the clock. Any photons arriving outside the gate window will be ignored (c), but any photons arriving within the gate window, for example (d), will be detected.](image)

This gated detection scheme guarantees a flat and linear temporal response of the detection system to photon events, thus allowing low timing jitter to be achieved – approximately 140 ps full width at half-maximum (FWHM) in the measurements shown below - which permits centimeter resolution depth profiling. The use of a programmable electrical gate means that the profiling of surfaces with a depth extent corresponding to half the gate width can be achieved, and this gate duration can be adjusted as necessary for a specific target type. Another major consideration in a monostatic optical system is that the use of a gated detector can eliminate potentially serious issues with back-reflections from optical components, as described in section 4 below. Of course, the electrical gate must be located in the vicinity of the target for most efficient detection. That can be achieved by an initial time-scan of the start-stop time difference (over only
25 ns at the 40 MHz laser repetition rate used in these measurements) as in the burst illumination depth imaging approach [36], or by the use of the pseudo-random pulse trains to ascertain unambiguous range prior to depth profiling previously used in single-photon depth imaging [12]. A short detector gate gives the least afterpulsing for a given target scenario, and hence a better signal-to-noise can be achieved. However, longer gate durations can be used to locate a target. When using a longer duration gate it is possible to increase the hold-off time to mitigate the effects of increased afterpulsing. Hence a combination of longer gate and longer hold-off times do mean that signal-to-noise can be preserved at the expense of a longer acquisition time. Another detector gating approach reported is the use of sine-wave gating of an InGaAs/InP SPAD [37] used in free-running mode in order to avoid the need for establishment of range before profiling [38], however the resulting additional jitter will reduce depth resolution significantly as well as an increased likelihood of a lower average detection efficiency.

4. Depth profile retrieval

During a depth measurement scan, the detected return photon events were time-tagged by the TCSPC module and transferred to the control computer where software then constructed each pixel’s histogram in memory. These histograms, with 16 ps wide bins, were analyzed using a time-correlated cross-correlation method [25, 39] in order to determine the depth measurement for each pixel. This method is used to calculate the cross-correlation, $C$, between an acquired histogram of time versus return photon counts and a normalized system instrumental response function, $R$, such that

$$C = F^{-1} [F(H) \times F^*(R)]$$

where $F$ denotes fast Fourier transform, and $\times$ denotes element-wise multiplication. Thus a time position corresponding to the highest cross-correlation can be found for each pixel. Once the relevant time positions (or bin numbers) are picked up for each pixel, through combining the spatial (i.e. X and Y) information and time-correlated depth measurement (i.e. Z), a depth profile of the scanned scene can be reconstructed.

As was mentioned in section 2, optical back reflections can be a significant issue in a monostatic transceiver arrangement. This was evident previously when using the free-running SNSPD system [25], where we found that the return histogram included the internal back reflections caused by the laser illumination as it left the transceiver. The contribution of the back reflections can be seen in the example of a processed histogram shown in Fig. 3(a). The sections of the histogram containing the peaks caused by the back reflections were easily removed during the software analysis. However, during data acquisition these back-reflections add to the overall count rate of the detector, increasing the likelihood of pulse-pile-up effects appearing in the histograms. The use of a gated detector meant that such back-reflections could easily be avoided in the return histogram as can clearly be seen in Fig. 3(b).
Fig. 3. The plot in (a), after [25], shows an example of a processed histogram for a single pixel obtained from the measurements made using a free-running SNSPD – peaks corresponding to the optical back reflections from the transceiver components are present. The plot in (b) is from a pixel measurement using the gated InGaAs/InP detector module and shows the result of a cross-correlation between the normalized instrumental timing response (see inset) and the original timing histogram of return photon counts within one period of the laser pulse train. The inset shows the instrumental response function which had a 144 ps full width at half maximum timing jitter. Most of the non-zero cross-correlation is within a gated window of only 7 ns width, and the cross-correlation peak corresponds to the time position of the return signal peak (i.e. 10.34 ns in the example).

5. Results and discussion

We performed a series of field trials in bright daylight to investigate the acquisition of depth images from scenes containing a variety of typical non-cooperative materials (e.g. wood, woven fabrics, leather, and plastic). The measurements were made at stand-off distances of 325 meters, 910 meters and 4500 meters - these distances correspond to suitable locations to which we had access and a clear line of sight from our roof laboratory facility. A sheet of hardboard was used as a backplane for the measurements made at 325 m and 910 m. This acted as a convenient and definite “backstop” which meant that the acquired data was clearly discernible and not obscured by data from other less clearly defined background objects in the field of view of the scan. It also enabled the XY extents of the scans to be easily measured. Due to variations in the weather...
conditions, and the angle of the Sun relative to the optic axis of the transceiver’s objective lens, the calculated normalized background noise count rate, measured at different times over the course of the field trials, varied between approximately 30 kcps and 100 kcps.

At a range of 325 meters, we scanned two scenes consisting of a human model as shown in Figs. 4(a) and 4(d). The data was acquired with a normalized background noise count rate of around 90 kcps, and the depth images obtained for per-pixel acquisition times of 5, 2, 1, and 0.5 ms are shown in Fig. 4 – two different viewpoints of the raw plotted depth data are shown for each acquisition time in order to convey the XY spatial resolution of the system and the level of depth detail that was realized. It is evident from these depth images that some of the pixels coinciding with the areas of exposed skin on both human models did not give sufficient returns, at these per-pixel acquisition times, to obtain reliable depth measurements. Aside from skin, these results at an illumination wavelength of 1550 nm show that accurate sub-centimeter depth measurements can be made for the other materials in the scene using per-pixel acquisition times in the region of 2 to 5 ms. The results obtained for per-pixel acquisition times as short as 1 and 0.5 ms contain depth measurements for the vast majority of the pixels enabling the overall target outline and depth profile to be easily discerned.

![Fig. 4. Depth profile measurements acquired in bright daylight of human models at a stand-off distance of 325 meters. The images in columns (a) and (d) are close-up photographs of the two scenes that were scanned. Both scenes are shown from two different viewpoints and consisted of a human standing in front of a hardboard backplane with a maximum front-to-back surface separation of approximately 400 mm. The depth scans covered an area of approximately 800 × 1000 mm using 60 × 75 pixels, resulting in a pixel-to-pixel spacing of approximately 13 mm in both X and Y. Plots of the depth data obtained for per-pixel acquisition times of 5, 2, 1, and 0.5 ms are shown in columns (b), (c), (e) and (f) – each of these columns show two different viewpoints of the surface plot constructed from the data obtained using the specified per-pixel acquisition time, and the color shading is used to map depth. A per-pixel acquisition time of 1 ms equated to a total scan time of 4.5 s for these scenes. The normalized background noise count rate was calculated to be approximately 93 kcps and 91 kcps for scenes (a) and (d) respectively.](#)

The data acquired from three different scenes in daylight at a stand-off distance of 325 m and using an acquisition time of 5 ms per pixel is compared in Fig. 5. The scenes consisted of a life-sized mannequin, and the two human models shown in Fig. 4. In the bottom row of Fig. 5, two different viewpoints are shown of the greyscale color-mapped surface plot of the depth data for each of the three scenes. The top row of Fig. 5 includes a face-on view of the surface plot for each scene where the color is used to map the number of detected return photons for each individual pixel according to the color bar on the right hand side of the figure. It is immediately evident that the photon return from human skin is much less than, for example, the exposed surfaces of the mannequin and indeed all of the other materials in the scenes. The integrated number of photons is, of course, also dependent on the nature of the target: the scatter signature and the angle of...
incidence of the illuminating beam, for the different parts of the scene, contribute to the varying integrated photon returns. For the results shown in Fig. 5, which were all obtained under similar weather conditions within the space of two hours, depth measurements are reliably made at integrated photon numbers greater than approximately 15 per pixel. The integrated photon returns for discrete points of the mannequin scene shown in Fig. 5(a1) are plotted in Fig. 6 as a function of the acquisition time so as to provide an approximate indication of the variation between the different material types and indeed the variation between two different locations on the same material i.e. the mannequin’s jacket.

![Fig. 5. Comparison between the results obtained from depth profile scans of a life-sized mannequin and two different human models, at a range of 325 m using a per-pixel acquisition time of 5 ms. The photographs in (a1), (b1), and (c1) are close-up images of the three different scenes that were scanned in similar daylight conditions. The bottom row shows two viewpoints of the plotted depth data that was acquired for each of the three scenes, with the white to black color shading being used to map depth. The plots shown in (a2), (b2), and (c2) use color to map the calculated number of detected return photons in the histogram peak, for each individual pixel, according to the color bar on the right. A distinct variation in the number of detected return photons from the different types of clothing materials can be seen from these intensity images e.g. the knitted cardigan on the female in (b2) has a slightly higher return in comparison to the mannequin’s rain jacket in (a2). Both of these materials appear to have a significantly higher return than the leather jacket worn by the male in (c2). The plots of the human models in (b2) and (c2) highlight the relatively low returns from skin.](image)

The results shown in Fig. 4 and Fig. 5, acquired with an illumination wavelength of approximately 1550 nm and an average output power of less than 600 µW, show sub-centimeter resolution depth images using per-pixel acquisition times that are comparable with the results we obtained previously using a free-running SNSPD system with 1560 nm wavelength illumination [25]. The acquisition times are significantly lower however, than those achieved in our earlier work at an illumination wavelength of ~850 nm [11, 39]. That work was carried out under similar daylight conditions and at the same stand-off distance of 325 m, albeit using a much lower average output illumination power of 50 µW. Nevertheless, on comparing the measurements carried out at the wavelengths of 850 nm and 1550 nm, the results indicate that the difference between the integrated number of photon returns for a pixel on human skin and a pixel on other materials, such as textiles and concrete, is not as pronounced at an illumination wavelength of ~850 nm compared to when using λ ~1550 nm. This is consistent with the findings of work [40] which investigated optical properties of human skin and subcutaneous tissue at these wavelengths.
Fig. 6. Material-dependent integrated photon number versus acquisition time per-pixel. The data for the graph shown in (a) was extracted from depth profile scans acquired in daylight of a life-sized mannequin at a stand-off distance of 325 m and using acquisition times of 0.5, 1, 2, 5, 10, and 20 ms per-pixel. Note that the integrated photon number is a nine-pixel-based average using a single pixel and its eight neighbors. The dashed lines in the graph, linking the set of data points for each material, are included as a guide for the reader. The pixel locations corresponding to the plotted data are indicated in the photograph shown in (b). Sets of data points for two different locations on the jacket material are included in the graph – these illustrate how the more pronounced creasing of the material at the lower location results in a significantly lower photon number due to the illuminating beam striking the material at glancing angles. This is similar to what happens at edges, e.g. points on the mannequin outline (see the integrated photon return plots in Fig. 5).

Having achieved good quality depth images at 325 meters using per-pixel acquisition times of 1.0 ms, we proceeded to scan a moving target – a ~200 mm diameter soccer ball, suspended by a ~1.2 m long string, and set swinging with a conical pendulum motion in front of a hardboard backplane i.e. the ball swung in a horizontal circle. A depth movie of four seconds duration was acquired using a 1 ms per-pixel dwell time. The movie was recorded in daylight at 10 frames per second, with 10 × 10 pixels per frame (see Media 1). Ten consecutive frames of the depth movie are shown in Fig. 7 - two different views of the data acquired for each frame are shown. In frames 24 to 28 we can see the ball moving from left to right as well as the distance from the backplane to the front surface of the ball increasing by approximately 100 mm. No significant left-right motion of the ball is visible between frames 28 to 30 as it “turns the corner” but the distance from the backplane to the front surface of the ball continues to increase by approximately 60 mm. In frames 31 to 33, we can see the ball moving from right to left with the distance from the backplane still increasing to the point that it is approximately 200 mm further away from the backplane in frame 33 than in frame 24. In contrast to a 2D movie, the variation in depth of the swinging motion is obvious and quantifiable from this ToF depth data.
Fig. 7. Time-of-flight depth profile movie of a swinging soccer ball, ~200 mm diameter, recorded in daylight from a standoff distance of 325 meters (Media 1). The movie recorded the ball swinging in a conical pendulum motion - the four-second, 10 × 10 pixel movie with 10 frames per second was acquired using an acquisition time of 1 ms per pixel. Two different views of the data from ten consecutive frames (numbers 24 to 33) are shown. The images shown in rows (a) and (c) are face-on views as seen from the direction of the transceiver, and the corresponding top-down depth view of the data for each of the frames is shown in rows (b) and (d). The same color scheme is used to map depth in all of the plots.

Depth profiling at a longer stand-off distance of 910 m was performed in daylight with a corresponding normalized background noise count rate of approximately 32 kHz. Scanned depth images of the life-sized mannequin with per-pixel acquisition times of 20, 10, 5, and 2 ms are shown in Fig. 8. As a result of the increase in stand-off distance, while still maintaining the same system parameters, longer per-pixel acquisition times were required at this distance in order to obtain images with a corresponding level of depth detail to those acquired at 325 m. Even so, for scans with per-pixel acquisition times as low as 5 ms, it is possible to clearly discern the outline of the mannequin, and the vast majority of the depth profile. The clear advantage of depth imaging compared with low-photon number imaging is evident in the photon-starved regime represented by the low per-pixel acquisition times. A number of the pixels that had achieved a reliable depth value in the image acquired with a 2 ms per-pixel dwell time, as shown in Fig. 8(e), were analyzed. The data from these pixels indicated that a maximum of 6 return photons had
been detected for individual pixels on the hardboard backplane, and a maximum of 4 return photons from individual pixels on the mannequin.

![Fig. 8. Depth profile measurements made in daylight of a life-size mannequin from a standoff distance of 910 meters. The close-up photographs in column (a) are different viewpoints of the scene that was scanned which consisted of the mannequin against a hardboard backplane. Each depth scan covered an area of approximately 800 × 2000 mm using 30 × 80 pixels, resulting in a pixel-to-pixel spacing of approximately 25 mm in X and Y. Surface plots of the raw depth data obtained for per-pixel acquisition times of 20, 10, 5, and 2 ms are shown in columns (b) to (e) - each of these columns show two different views of the same data obtained with the specified per-pixel acquisition time, and a white to black color shading is used to map depth. A per-pixel acquisition time of 10 ms equated to a total scan time of 24 s for this scene.

We also carried out depth profiling measurements of a scene at a stand-off distance of 4.5 kilometers. At this stand-off distance we expect much lower returns, in comparison to those obtained for the 325 m and 910 m measurements when using the same system parameters, and therefore used cooperative targets, i.e. retro-reflective material attached to flat boards. These measurements were carried out in bright daylight which corresponded to a normalized background noise count rate of approximately 78 kcps. Figure 9 shows the depth images of these cooperative targets measured using three different per-pixel acquisition times: 2 s, 500 ms, and 100 ms. Even at the relatively short pixel acquisition time of 100 ms, clear depth imaging profiles can be seen. The flat panels and the separation between them can be clearly seen. In these measurements, the separation between adjacent planes was approximately 270 mm and the spot size at this distance was approximately 300 mm diameter.
Fig. 9. Depth images acquired in daylight at a stand-off distance of 4500 meters of a scene containing cooperative targets. The photographs in column (a) show two different viewpoints of the scene that was scanned. The scene consisted of two stacked 12.5 mm thick plywood panels (resulting in an area measuring 900 mm tall and 1220 mm wide) covered in white retro-reflecting material. Approximately 275 mm in front of this, on the ground, was a 400 mm tall red retro-reflective roadside warning triangle. A 400 mm wide plywood panel, with a set of five red retro-reflecting triangles, was placed centrally about 300 mm behind the white boards. Each depth scan covered an area of approximately 1500 mm tall by 1220 mm wide using 15 × 12 pixels, resulting in a pixel-to-pixel spacing of approximately 100 mm in X and Y. Surface plots of the depth data obtained for per-pixel acquisition times of 2, 0.5, and 0.1 s are shown in columns (b), (c) and (d) respectively - each of these columns show two different views of the same data obtained with the specified per-pixel acquisition time, and the color shading is used to map depth.

In order to quantitatively evaluate the depth uncertainty at the three stand-off distances of 325 m, 910 m and 4500 m, we scanned a 12.5 mm thick 900 x 1220 mm flat plywood panel at near normal incidence. One side of this plywood panel was covered in white retro-reflective material (T6500 HIP by Avery Dennison), the other side was uncovered. The plain plywood surface of the panel was scanned at the stand-off distances of 325 m and 910 m, and the retro-reflective side was scanned at 910 m and 4500 m. In each case, we measured a 2D array of pixels and fitted these depth measurements to a flat plane. The residual in depth, expressed as one standard deviation, was recorded for the three stand-off distances and various per-pixel acquisition times, to produce the results shown in Fig. 10. As is shown in this plot, a per-pixel acquisition time of 20 ms yielded depth uncertainties of approximately 1.2 mm and 7 mm for the scans of the plywood surface of the panel at stand-off distances of 325 m and 910 m respectively. Scans of the retro-reflective surface of the panel at stand-off distances of 910 m and 4500 m at the same per-pixel acquisition time of 20 ms achieved depth residuals of approximately 2 mm and 4 mm respectively. These calculations are based on approximately 3600 pixels for the 325 m range, and approximately 300 pixels for the 910 m and 4500 m ranges.
Fig. 10. Depth uncertainty measurements made using the gated-mode InGaAs/InP SPAD detector (the filled marker points) and measurements made previously using a free-running SNSPD (unfilled marker points). The measurements were acquired by scanning a 900 x 1220 x 12.5 mm thick, flat plywood panel at stand-off distances of 325 meters, 910 meters, and 4500 meters. The panel was scanned at near normal incidence - one side of the plywood panel was covered in white retro-reflective material, and the other side was uncovered. The graph shows the depth residuals, expressed as one standard deviation from the mean, for scans made using various per-pixel acquisition times on the plywood surface (325 m and 910 m) and the retro-reflective surface (910 m and 4500 m). The residuals were calculated using approximately 3600 pixels for the scans at 325 m, and approximately 300 pixels for the scans at both 910 m and 4500 m.

It is difficult to make a direct comparison between the performance of the depth imaging system presented in this paper and the system using the free-running SNSPD we reported previously [25]. The SNSPD used in that work had an efficiency of 18% at 1 kHz dark count rate, and the overall system jitter was ~100 ps. The depth images were acquired by illuminating the scene with an optical output power level of less than 250 μW average which was provided by a mode-locked fiber laser with a central wavelength of 1560 nm, a pulse repetition rate of 50 MHz, and a pulse width of <1 ps. As well as using different detectors, laser sources, and optical filters, the two sets of field trials were carried out in slightly different weather conditions. Nonetheless, the SNSPD system exhibits slightly better performance based on the data shown in Fig. 10. This is likely to be as a result of the improved time jitter of the SNSPD system (100 ps FWHM) compared to that of the InGaAs/InP SPAD system (140 ps), since the background will be dominated by solar background.

6. Conclusions

In conclusion, we have constructed a single photon depth imaging system using a compact packaged, thermo-electrically-cooled, gated-mode InGaAs/InP SPAD detector. When operating at a wavelength of 1550 nm, the gated-mode InGaAs/InP SPAD offers good temporal response, high single photon detection efficiency and relatively low dark count rate. Use of this wavelength takes advantage of the reduced atmospheric attenuation and lower solar background when compared to operation at shorter wavelengths. Also, in terms of eye safety considerations, this wavelength band is outside the retinal hazard region and therefore permits the use of a higher average optical power.
illumination beam in comparison to our previous measurements made at 842 nm. Depth resolutions of less than one centimeter were achieved from non-cooperative targets at stand-off distances of up to one kilometer for per-pixel acquisition times in the millisecond regime. These measurements were all performed using sub-milliwatt average optical power levels and in bright daylight. The rapid data acquisition meant that depth measurements on moving targets were also investigated at a distance of 325 m. This gated detector has offered comparable depth resolution to results obtained using a similar optical system which utilized a superconducting nanowire single-photon detector [25] operating at a temperature of approximately 4 K by means of a relatively cumbersome refrigerator system. The results presented in this paper point the way towards the practical implementation of an eye-safe, 1550 nm wavelength depth imaging system with realistic potential of compact construction and low-power operation (optical and electrical), and which is therefore compatible with a number of remote 3-D imaging applications, including those using mobile platforms.
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