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This paper presents a new control approach for an underwater vehicle with a kinematically redundant thruster system. This control scheme is derived based on a fault-tolerant decomposition for thruster force allocation and a region control scheme for the tracking objective. Given a redundant thruster system, that is, six or more pairs of thrusters are used, the proposed redundancy resolution and region control scheme determine the number of thruster faults, as well as providing the reference thruster forces in order to keep the underwater vehicle within the desired region. The stability of the presented control law is proven in the sense of a Lyapunov function. Numerical simulations are performed with an omnidirectional underwater vehicle and the results of the proposed scheme illustrate the effectiveness in terms of optimizing the thruster forces.

1. Introduction

For several decades, extensive efforts have been dedicated to the development of autonomous underwater vehicles (AUVs) for subsea intervention/inspection (primarily the oil and gas industries), scientific exploration, and military purposes. The nature of an AUV, that is, self-contained and capable of performing multipurpose missions, permits it to operate over a wide area without an umbilical cable and human intervention. University and research laboratories became interested in these vehicles and a survey of the research area was given in [1].

Numerous tracking control schemes for an AUV have been reported over the past few years including adaptive control [2, 3], robust control [4], and learning control [5–7]. The aforementioned research works focused on motion errors to keep the vehicle on its desired trajectory. It is interesting to note that a small disturbance such as a wave or sea current would pull the vehicle off the actual trajectory and hence high control effort is needed to keep the vehicle on its trajectory as well as maintaining the velocity of the vehicle. Recently, an adaptive region tracking scheme for an AUV was proposed by Li et al. [8] to ensure that the vehicle is kept in a specific region. As opposed to a conventional control method, the presented controller sends command signals for propulsion only when the vehicle is outside the desired region. Therefore, the propellers require less energy to ensure that the vehicle is kept inside the region. Therefore, an arbitrarily small region size implies that a high control effort is required for the AUV.

In the unstructured and hazardous ocean environment, an underwater vehicle is liable to experience faults or failures while executing underwater tasks. Typically, thrusters are known to be one of the most likely sources of faults. In certain cases, the existence of a thruster fault results in the termination of the ongoing mission. The implication of these faults could be very expensive and time consuming. Therefore, research and development to produce a fault-tolerant system for the AUV has gained much attention over the past few years. The study of thruster faults on an underwater vehicle with a kinematically redundant thruster system was reported in [9–13]. This type of AUV has no control surface and as an alternative has more thrusters than the required degrees of freedoms (DOFs) to allow hovering and motion in any direction. Additionally, the thruster redundancy allows...
the hovering AUV to complete the given mission and to return to the support vessel, even though one or more thrusters have malfunctioned. In [9, 10], a minimum norm solution with a task space control technique is introduced to solve the problem of optimal thruster force allocation for an overactuated underwater vehicle. The excessive number of thrusters is exploited in order to improve the control performance with the thruster fault. This approach resolves the thruster redundancy in the Cartesian space and allows the AUV to track the task space trajectories with asymptotic reduction of the task space errors. Even though previous works have proposed a range of criterions in the thrust allocation, there is still a significant requirement to maintain high thrust demand for a particular thruster since the vehicle must be kept at various positions on the trajectory. In fact, the presented solution for the control allocation problem and tracking method, that is, computed torque controller [9, 10] and PID control [11], do not necessarily reduce the required forces of the individual thrusts and thus possibly generate thrust demands that may exceed an individual thruster’s saturation point. In [13], a fuzzy credit assignment cerebellar model articulation controller (FCA-CMAC) neural network with the weighted pseudoinverse approach was recently presented for fault identification and fault-tolerant control of an actuated underwater vehicle. Nevertheless, the proposed method only aims to maintain the propulsion forces and moments at the desired set point with the unanticipated faults.

In this paper, an adaptive region tracking control scheme is proposed for an underwater vehicle with thruster redundancy. Within the proposed control framework, a minimum norm criterion for thruster force distribution is utilized to take account of the thruster faults during the tracking motion. Due to the redundancy, the AUV can still perform the tracking task even though one or more thrusters have malfunctioned. The proposed dynamic region control scheme, where it is formulated in task space, aims to reduce the energy consumed by the redundant thrusters and to simplify the allocation of thruster forces. Unlike the conventional tracking control method, the proposed controller activates and sends commands to the functioning thrusters only when the AUV is outside the desired region and hence it significantly reduces energy consumption. It is impossible to obtain an exact knowledge of the dynamic parameters of an underwater vehicle. Therefore, an adaptive term is introduced in the proposed scheme to overcome the parameter uncertainties. To estimate the unknown parameters of the dynamical system while ensuring the robustness of the system against external disturbances, a combined adaptive sliding mode controller can be utilized [14]. In the robust nonlinear control literature [15, 16], this method was proven to overcome the drawbacks of conventional adaptive or sliding mode control although it will lead to the computational burden and increase the complexity of system due to large number of unknown parameters. The rest of the paper is organized as follows. Section 2 describes the kinematics and dynamic properties of an underwater vehicle with kinematically redundant thrusters. Section 3 states the adaptive region control law with fault-tolerant decomposition. The stability analysis in terms of the Lyapunov technique is also given in this section. Simulation results are given in Section 4. Finally, Section 5 contains concluding remarks.

2. Kinematics and Dynamics

In this section, the structure and properties of an underwater vehicle with kinematically redundant thrusters are briefly discussed. The underwater vehicle state vectors in this paper are conveniently represented according to the Society of Naval Architects and Marine Engineers (SNAME) [17]. The coordinate frames are illustrated in Figure I.

2.1. Kinematic Model. The relationship between inertial- and body-fixed vehicle velocities can be described using the Jacobian matrix \( f(\eta_2) \) in the following form:

\[
\begin{bmatrix}
\eta_1 \\
\eta_2
\end{bmatrix} = \begin{bmatrix}
I_1(\eta_2) & 0_{3\times3} \\
0_{3\times3} & I_2(\eta_2)
\end{bmatrix} \begin{bmatrix}
v_1 \\
v_2
\end{bmatrix} \rightarrow \dot{\eta} = f(\eta_2) v_1, \tag{1}
\]

where \( \eta_1 = [x \ y \ z]^T \in \mathbb{R}^3 \) and \( \eta_2 = [\phi \ \theta \ \psi]^T \in \mathbb{R}^3 \) denote the position and the orientation of the vehicle, respectively, expressed in the inertial-fixed frame. \( I_1 \) and \( I_2 \) are the transformation matrices expressed in terms of the Euler angles. The linear and angular velocity vectors, \( v_1 = [u \ v \ w]^T \in \mathbb{R}^3 \) and \( v_2 = [p \ q \ r]^T \in \mathbb{R}^3 \), respectively, are described in terms of the body-fixed frame.

2.2. Dynamic Model. The dynamic equation of motion for an underwater vehicle has been previously investigated in detail [18]. Due to hydrodynamic effects acting on the system such as added mass, drag, lift, and buoyancy forces, the equation becomes highly nonlinear and coupled. Let the velocity state vector with respect to the body-fixed frame be defined by

\[ u \ w \ y \]

\[ x \ y \ z \]

\[ R \]

\[ v \]

\[ \omega \]

\[ \dot{u} \]

\[ \dot{w} \]

\[ \dot{y} \]

\[ \dot{x} \]

\[ \dot{y} \]

\[ \dot{z} \]

\[ \dot{R} \]

\[ \dot{v} \]

\[ \dot{\omega} \]
where \( v \in \mathbb{R}^6 \); the underwater vehicle dynamic equation can be expressed in closed form as

\[
M \ddot{v} + C(v) \dot{v} + D(v) v + g(\eta) = \tau, \tag{2}
\]

where \( M \) is the inertia matrix including the added mass term, \( C(v) \) represents the matrix of the Coriolis and centrifugal forces including the added mass term, \( D(v) \) denotes the hydrodynamic damping and lift force, and \( g(\eta) \) is the restoring force. For an AUV that has redundant thrusters such that \( n > 6 \), the relationship between the vector of generalized force acting on the vehicle and individual thruster forces can be given as follows:

\[
\tau = E F_{\text{th}}, \tag{3}
\]

where \( E \) is the thruster configuration matrix and \( F_{\text{th}} \) is the desired vector of thruster forces. The matrix \( E \) represents the geometry of the AUV and its thruster locations to transform the individual thruster force into generalized forces in the body-fixed frame of the AUV. It is interesting to note that the matrix \( E \) is a constant matrix whose elements are the coordinates of the location of each thruster with respect to the center of mass of the AUV. In order to allow the AUV to generate forces for three translational motions and moments for rotational motions, the matrix \( E \) is kept at rank 6. Therefore, it is assumed that the AUV in this research work is capable of performing the specific motion in 6-dimensional task space provided that the AUV possesses more degrees of freedom than the minimum number required to execute a given task.

The dynamic equation in (2) preserves the following properties [2, 18].

**Property 1.** The inertia matrix \( M \) is symmetric and positive definite such that \( M = M^T > 0 \).

**Property 2.** \( C(v) \) is the skew-symmetric matrix such that \( C(v) = -C^T(v) \).

**Property 3.** The hydrodynamic damping matrix \( D(v) \) is positive definite; that is, \( D(v) = D^T(v) > 0 \).

**Property 4.** The dynamic model as described in (2) is linear in a set of dynamic parameters \( \theta_d \in \mathbb{R}^{n_d} \) and can be written as

\[
M \ddot{v} + C(v) \dot{v} + D(v) v + g(\eta) = Y_d(\eta, v, \dot{v}, \theta_d), \tag{4}
\]

where \( Y_d(\eta, v, \dot{v}, \theta_d) \in \mathbb{R}^{6n_d} \) is a known regression matrix; \( n_p \) is the total number of physical parameters. It is assumed that if the arguments of \( Y_d(\cdot) \) are bounded, then \( Y_d(\cdot) \) is bounded.

### 3. Fault-Tolerant Region Tracking Control Scheme

In this section, a new control law is proposed to achieve the objective of redistribution of the thruster forces between the functioning thrusters in such a way that the AUV is able to track the trajectory of a desired region even if one or more thrusters are faulty. Within the region-based control framework, the desired moving target is specified by a region [19]. A fault-tolerant region tracking control scheme for an AUV is formulated as follows.

First, a dynamic region with specific shape is defined so that the vehicle converges into the region. This can be viewed as a main objective of the underwater vehicle. The objective function for the desired region of the AUV is defined by the following inequality:

\[
f(\delta \eta_B) \leq 0, \tag{5}
\]

where \( \delta \eta_B = B(\eta - \eta_d) \in \mathbb{R}^6 \) are the continuous first partial derivatives of the dynamic region, \( \eta_d(t) \) is the time-varying reference point inside the geometric shape, and \( B(t) \) is a time-varying and nonsingular scaling factor. It is assumed that \( \eta_d(t) \) and \( B(t) \) are bounded functions of time. To achieve the scaling formation, that is, if the scaling factor increases then the size of a desired region also increases, a nonsingular matrix is defined as follows:

\[
B = \begin{bmatrix} B_1 & 0 \\ 0 & B_2 \end{bmatrix}, \tag{6}
\]

where \( B_1 \) is the scaling matrix of \( \eta_1 \) and \( B_2 \) is the scaling matrix of \( \eta_2 \). The scaling of the orientation of the AUV is not required in general, so \( B_2 \) can be set as an identity matrix. Thus, the scaling matrix \( B_1 \) is given as

\[
B_1 = \begin{bmatrix} s_x & 0 & 0 \\ 0 & s_y & 0 \\ 0 & 0 & s_z \end{bmatrix}, \tag{7}
\]

where \( s_x(t) \), \( s_y(t) \), and \( s_z(t) \) are scaling factors. This function is useful when the AUV needs to adapt the moving region, depending on the situation and environment. The corresponding potential energy function for the desired region described in (5) can be specified as

\[
P(\delta \eta_B) = \frac{k_p}{2} \left( \max(0, f(\delta \eta_B)) \right)^2 \leq \begin{cases} 0, & f(\delta \eta_B) \leq 0 \\ \frac{k_p}{2} f^2(\delta \eta_B), & f(\delta \eta_B) > 0 \end{cases}, \tag{8}
\]

where \( k_p \) is a positive scalar.

**Remark 1.** The main contribution of this paper is that an approach called the region function approach is formulated to minimize the required forces amongst functioning thrusters rather than the conventional method of tracking control. The region function approach activates the thrusters only when the AUV is outside the desired region and hence it suggests that less energy is needed to perform the given task.

To illustrate this, consider an inequality function \( f(\delta x) = (x - x_d)^2 + (y - y_d)^2 \leq r^2 \), where \( s_x = s_y = 1 \) and \( r \) is a regional bound, expressed in 2D task space. Then, the associated potential energy can be illustrated in Figure 2(a) where \( P(\delta \eta_B) \in \mathbb{C}^2 \) is lower bounded by zero. Next, invoking
Figure 2: An illustration of the required energy in 2D Cartesian space when $r$ is set to a positive constant: (a) potential energy and (b) kinetic energy.

the following linear relationship to obtain the required forces of two onboard thrusters:

$$F_{th} = k \left\| f(\delta_{xy}) \right\|_2^2,$$

where $F_{th}$ is the net thruster forces, $k$ represents a force constant, $\left\| \cdot \right\|_2$ is the $\ell_2$-norm, and $f(\delta_{xy})$ is the displacement in a planar plane. If $k_p$ is set to 1, then the respective forces can be depicted in Figure 2(b). Note that the functioning thrusters consume energy only when the AUV is outside the desired region. In contrast, Figure 3 shows the potential energy and net thruster forces when $r$ is set to be arbitrarily small or the region bound becomes a point. In this case, the onboard thrusters will always be active and, therefore, more energy is needed for each thruster to ensure that the AUV tracks the desired point.

Now, differentiating (8) with respect to $\delta_{H_B}$ gives

$$\left( \frac{\partial P(\delta_{H_B})}{\partial \eta_B} \right)^T = k_p \max (0, f(\delta_{H_B})) \left( \frac{\partial f(\delta_{H_B})}{\partial \eta_B} \right)^T.$$

(10)
Figure 3: An illustration of the required energy in 2D Cartesian space when \( r \) is arbitrarily small: (a) potential energy and (b) kinetic energy.

Now, let (10) be represented as the region error \( \bar{e}_B \) in the following form:

\[
\bar{e}_B = \max(0, f(\delta\eta_B)) \left( \frac{\partial f(\delta\eta_B)}{\partial \eta_B} \right)^T.
\]  

(11)

From the definition of the Cartesian region function, note that \( \max(0, f(\delta\eta_B)) \left( \frac{\partial f(\delta\eta_B)}{\partial \eta_B} \right)^T \neq 0 \) when the AUV is outside the Cartesian region. Once the vehicle reaches the region, this term becomes zero.

Next, a vector \( \nu \), that is useful is defined as

\[
\nu = J^{-1} (\dot{\eta}_d - B^{-1} \dot{B} \delta\eta_B) - \alpha J^{-1} B^{-1} \bar{e}_B,
\]  

(12)

where \( \alpha \) is a positive constant. The matrix \( J^{-1} \) represents the inverse of the Jacobian matrix, \( \dot{B} \) is the time derivative of \( B \), and \( B^{-1} \) is the inverse of the scaling matrix. From the arguments of trigonometric functions, these matrices are all bounded. Based on the structure of (11) and (12) and the subsequent stability analysis, a filtered tracking error vector for an underwater vehicle is defined as

\[
r(t) = \nu - J^{-1} (\dot{\eta}_d - B^{-1} \dot{B} \delta\eta_B) + \alpha J^{-1} B^{-1} \bar{e}_B.
\]  

(13)
In general, the development of the open-loop error system for \( r(t) \) can be obtained by premultiplying the inertia matrix with the time derivative of \( r(t) \) to yield
\[
M ̇r + C(v) ̇r + D(v) ̇r + Y_d (\cdot)  \theta_d = EF_{th},
\]
where
\[
Y_d (\cdot)  \theta_d = MV_r + C(v) v_r + D(v) v_r + g(\eta),
\]
and the derivative of \( v_r \) in (12) is given as
\[
  \dot{v}_r = J^{-1} \left( \eta_d - B^{-1} \dot{B} \delta \eta_B \right) + \dot{f}(\eta_d - B^{-1} \dot{B} \delta \eta_B) - \alpha f^{-1} \left( B^{-1} \dot{e}_B + \dot{B}^{-1} \dot{e}_B \right),
\]
where \( \eta_d(t), \dot{\eta}_d(t), \) and \( \dot{B}(t) \) are all assumed to be bounded functions of time. Next, substituting (13) into (2), the following relationship between the derivative of filtered tracking error vector and thruster forces is obtained:
\[
  \dot{r} = M^{-1} EF_{th} - M^{-1} \left[ C(v) r + D(v) r + Y_d (\cdot)  \theta_d \right].
\]
Replacing \( \dot{r} \) with \( \dot{v}_r \), leads to
\[
  \ddot{\eta} - J \ddot{v} - \dot{J} \dot{v} = J M^{-1} EF_{th} - J M^{-1} \left[ C(v) r + D(v) r + Y_d (\cdot)  \theta_d \right],
\]
where \( \ddot{\eta} = J \dot{v} + J \dot{v} \) and \( \dot{v}_r \) is defined in (17). Hence, the mapping between task-space acceleration and the thruster forces can be given as
\[
  \ddot{\eta} = u F_{th} - J M^{-1} \left[ C(v) r + D(v) r + Y_d (\cdot)  \theta_d \right] + J \dot{v} + J \dot{v}_r,
\]
where \( u = J M^{-1} E \) is a nonsquare thruster control matrix. To find the \( \ell_2 \)-norm solution for the desired thruster force \( F_{th} \), the weighted pseudoinverse matrix is utilized as a generalized inverse matrix of \( u \):
\[
  F_{th} = u^{W^T} \ddot{\eta} + u^{W^T} J M^{-1} \left[ C(v) r + D(v) r + Y_d (\cdot)  \theta_d \right] - u^{W^T} \left( J \dot{v} + J \dot{v}_r \right),
\]
where \( u^{W^T} = W^{-1} u^{W} \left( u W^{-1} u^{W} \right)^{-1} \); \( W \) is a weighted matrix that is used to identify the fault information of each thruster. It is assumed that a faulty thruster(s) has been detected and the detected faulty thruster has completely malfunctioned. Thus, it is also known as the thruster fault matrix \( [9] \). The obtained thruster forces from (20) minimize (1/2)\( F_{th} W F_{th} \). In the case of no fault in any of the thrusters, the weighted matrix \( W \) is an identity matrix. Hence, \( u^{W^T} = u^{W} \) is a Moore-Penrose pseudoinverse matrix and (1/2)\( F_{th} W F_{th} \) will be minimized. Based on the error system development, the \( \ell_2 \)-norm solution for thruster force in (20), and the subsequent stability analysis, the proposed control law for AUV can be formulated as
\[
  F_{th} = u^{W^T} J M^{-1} \left[ -\alpha J \dot{\theta} \right] - K_r r + Y_d (\cdot) \ddot{\theta}_d,
\]
where \( K_r \) is a positive constant matrix.

Remark 2. The \( \ell_{\infty} \)-norm can be used to optimize the individual thrust force instead of minimizing the \( \ell_2 \)-norm. The \( \ell_{\infty} \)-norm provides the exact representation of the feasible thrust solution space, while the \( \ell_2 \)-norm provides an approximation of the feasible solution space. This suggests that the \( \ell_{\infty} \)-norm always finds a feasible solution as long as a solution exists within the thrusters’ saturation limits [20].

The estimated parameters \( \ddot{\theta}_d \) are updated using the following parameter update law:
\[
  \ddot{\dot{\theta}}_d = -L_d Y^{T} (\cdot) r,
\]
where \( L_d \) is a symmetric positive definite matrix. Substituting (21) into (19) produces a closed-loop dynamic equation for \( r(t) \) as follows:
\[
  u^{W^T} \ddot{\eta} + u^{W^T} J M^{-1} \left[ C(v) r + D(v) r + Y_d (\cdot)  \theta_d \right] - u^{W^T} \left( J \dot{v} + J \dot{v}_r \right) = J M^{-1} \left[ -\alpha J \dot{\theta} \right] - K_r r + Y_d (\cdot) \ddot{\theta}_d
\]

Simplifying (23) leads to
\[
  \ddot{\eta} + J M^{-1} \left[ C(v) r + D(v) r + Y_d (\cdot)  \theta_d \right] - \left( J \dot{v} + J \dot{v}_r \right) = J M^{-1} \left[ -\alpha J \dot{\theta} \right] - K_r r + Y_d (\cdot) \ddot{\theta}_d = 0,
\]

Differentiating (26) with respect to time and using the update law (22) yield
\[
  \dot{V} = r^{T} M r + \frac{1}{2} \ddot{\theta}_d \dot{\theta}_d \ddot{\theta}_d + \alpha \left( \dot{B} \delta \eta_B + B \delta \eta_B \right)^{T} \dot{e}_B.
\]

Utilizing (17), (20), and (25) and cancelling the common terms lead to
\[
  \dot{V} = -r^{T} D(v) r - r^{T} K_r r - \alpha^2 \ddot{\theta}_d \dot{\theta}_d \leq 0,
\]
where Property 3 is used. Now, a new theorem can be stated as follows.

Theorem 3. Given a closed-loop underwater vehicle with kinematically redundant \( n \) thrusters in (25), the proposed adaptive control law (21) and parameter update law (22) guarantee the convergence of \( \eta \) into a dynamic region \( f(\Delta \eta_B) \leq 0 \) in the sense that \( \dot{e}_B \rightarrow 0 \) and \( r \rightarrow 0 \), as \( t \rightarrow \infty \).
Proof. In view of the fact that $M$ is uniformly positive definite, $V$ in (26) is positive definite in $r$, $\theta_d$. Since $V > 0$ and $\dot{V} \leq 0$, $V$ is bounded. Hence, $r$, $\theta_d$, and $f(\delta \eta_B)$ are bounded. The boundedness of $f(\delta \eta_B)$ ensures the boundedness of $(\partial f(\delta \eta_B)/\partial \eta_B)$. Hence, $\tilde{e}_B$ in (11) and its derivative are bounded. The boundedness of $v$ guarantees the boundedness of $\eta$ since $\dot{\eta} = f(\eta)v$ and $J(\eta)$ is a trigonometric function. The boundedness of $J(\eta)$ and $J^{-1}(\eta)$ leads to the boundedness of $u(\eta)$ and $u^{IV}(\eta)$ in (19) and (20), respectively. Moreover, $\dot{v}$ in (16) remains a bounded signal by employing standard signal chaging arguments. From the closed-loop equation, it can be concluded that $\dot{r}$ in (17) is also bounded using the fact that the kinematic and dynamic terms denoted by $u(\eta)$, $u^{IV}(\eta)$, $C(v), D(v)$, and $g(\eta)$ are bounded for all possible $\eta(t)$ and $v(t)$. Thus, $v$ is bounded since $\dot{r} = \dot{v} - \dot{\tilde{e}}_r$. Differentiating (28) with respect to time gives

$$\dot{V} = -r^T D(v)r - 2\alpha \dot{r}^T D(v)r - 2\alpha^2 \dot{\tilde{e}}_r^T \dot{\tilde{e}}_r + 2 \alpha \dot{r}^T D(v)\dot{\tilde{e}}_r. \tag{29}$$

Hence, $\dot{V}$ is bounded since $\dot{r}$, $\ddot{r}$, $\dot{\tilde{e}}_r$, and $\ddot{\tilde{e}}_r$ are all bounded. Therefore, $V$ is uniformly continuous. Applying Barbalat's lemma [21] gives $V \rightarrow 0$ which also indicates that $\tilde{e}_B \rightarrow 0$ and $r \rightarrow 0$. From (II), $\ddot{e}_r \rightarrow 0$ indicates that $\dddot{e}_r$ is approaching zero. Therefore, $\eta$ converges to the moving desired scalable region. \qed

Remark 4. To keep the thruster force within the saturation limits, the diagonal elements of the weight matrix can be formulated as [10]

$$W_s = \text{diag}[h_1, h_2, \ldots, h_n], \tag{30}$$

where $n$ is the number of thrusters and $h_i$ is given as follows:

$$h_i = 1 + \left| \frac{\partial H}{\partial \theta_i} \right|. \tag{31}$$

Note that the second term on the right hand side of (31) is obtained from differentiation of the thruster force variable $H$ with respect to the thrust force of the $i$th thruster. The same concept was presented in [22], where a similar function based on joint position variables was used to avoid joint limits of a manipulator.

4. Simulation Results

In this section, two simulation studies are carried out to assess the effectiveness of the proposed fault-tolerant region-based control law for an underwater vehicle. The ODIN [9, 23] AUV is known as a near-spherical omnidirectional vehicle mounted with four horizontal thrusters and four vertical thrusters and was chosen for these numerical simulations. The estimated parameters in (22) are 80% to 90% of the original values in order to verify the adaptive performance of the proposed controller. Values for vehicle parameters such as hydrodynamic damping matrices, added masses, and the thruster configuration matrix are given in the appendix. Hydrodynamic damping is assumed to be the summation of linear and quadratic damping whose effects are noncoupled with respect to other velocities. The performance of conventional tracking control and the proposed technique is observed concerning two cases. The first case is with no thruster fault and the second case is where any one of the four horizontal thrusters is faulty and any one of the four vertical thrusters is faulty.

In these simulation studies, the following inequality function is defined:

$$f(\delta \eta_B) = s_x (x - x_0)^2 + s_y (y - y_0)^2 + s_z (z - z_0)^2 + s_\phi (\phi - \phi_0)^2 \tag{32}$$

$$+ s_\theta (\theta - \theta_0)^2 + s_\psi (\psi - \psi_0)^2 \leq \kappa_r,$$

where the elements of $[s_x, s_y, s_z, s_\phi, s_\theta, s_\psi]$ are the components of the time-varying scaling matrix $B$ and $\kappa_r$ is a scalar tolerance. In these simulations, the matrix $B$ is defined as the identity matrix. Note that (32) can also be represented as the root mean square error for all axes in the following form:

$$\left( s_x (x - x_0)^2 + s_y (y - y_0)^2 + s_z (z - z_0)^2 + s_\phi (\phi - \phi_0)^2 \right. \left. + s_\theta (\theta - \theta_0)^2 + s_\psi (\psi - \psi_0)^2 \right)^{1/2} \leq \kappa_r. \tag{33}$$

The ODIN vehicle is required to track a predefined trajectory as illustrated in Figure 4 where the green (cross-sectional lines) path is the horizontal basis position initialized at the position $[1.5 0 -1.2]^T$ m. Moreover, the vehicle is initialized at the same position $\eta(0) = [1.5 0 1.2]^T$ m while the initial values for attitude are set to be $\eta(0) = [0 0 0]^T$ degrees. The attitude is kept constant for the entire motion. The control gains are set to the following:

$$k_p = 28; \hspace{1cm} \alpha = 1; \tag{34}$$

$$K_v = \text{diag}([1.08 \ 1.08 \ 1.08 \ 1.1 \ 1.1 \ 1.1]).$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{trajectory.png}
\caption{The desired trajectory for the region control scheme where “x” marks the initial position of the AUV.}
\end{figure}
The results from Case 1, where the weighting matrix is an identity matrix, are depicted in Figures 5 and 6. The vehicle represented by solid blue lines initially navigates to the desired line and desired region as can be seen in Figures 5 and 6, respectively. The abrupt changes of errors at the beginning are caused by vehicle parameters’ errors before it stays at the desired position even though the region is moving or scaling. The position of the AUV is indicated with solid blue lines. Meanwhile, the forces for all the thrusters of Case 1 using region tracking control law are given in Figure 7.

In Case 2, two thrusters on the AUV are faulty; one of the four horizontal thrusters and one of the four vertical thrusters stop functioning after 120 s of motion. The results are plotted in Figures 8 and 9. Even though the fault case happens during the motion, the thruster allocation forces are different from that of Case 1 and the position of the AUV is still kept inside the region. Figure 10 depicts the forces of functioning and faulty thrusters using region tracking control law at various time instants. The total required thruster forces are listed in Table 1, where all values are computed based on the Euclidean norm for the entire time. The term “Total input” in the table is calculated by numerical summation of the norm of thruster forces and it can be interpreted as the total energy requirement. From Table 1, the region function formulation under the proposed control method needs significantly less energy than the conventional controller.

## 5. Conclusion

In this paper, a new adaptive fault-tolerant region-based tracking control scheme is proposed for an autonomous underwater vehicle with redundant thrusters. Two cases have been considered. The first case is with no thruster fault and the second case is where any one of the four horizontal thrusters is faulty and any one of the four vertical thrusters is faulty. Although some thrusters are faulty during task execution, the AUV is still able to track a desired moving region based on the thruster allocation forces. Moreover, it has been shown that the proposed technique can minimize the required thruster forces unlike the conventional adaptive tracking control. A Lyapunov-like function has been proposed for stability analysis. Simulation results have been presented to demonstrate the performance of the proposed controller.

### Appendix

The omnidirectional intelligent navigator (ODIN) is a near-spherical AUV designed by the University of Hawaii. The dynamic model of ODIN is given by [9]

\[
[M_{RB} + M_A] \dot{v} + [C_{RB} + C_A + D] v + g(\eta) = \tau,
\]

(A.1)

where the subscripts RB and A represent the rigid body and added mass terms of the relevant parameters, respectively. The numerical values for the matrices of the vehicle dynamic equation (A.1) are given as

\[
M_{RB} = \begin{bmatrix}
m & 0 & 0 & 0 & mz_G & 0 \\
0 & m & 0 & -mz_G & 0 & 0 \\
0 & 0 & m & 0 & 0 & 0 \\
0 & -mz_G & 0 & I_{xx} & 0 & 0 \\
zm_G & 0 & 0 & 0 & I_{yy} & 0 \\
0 & 0 & 0 & 0 & 0 & I_{zz}
\end{bmatrix},
\]

(A.2)

where \( I_{xx} = I_{yy} = I_{zz} = I = (8/15)\pi \rho r_{ODIN}^5 \) are the moments of inertia about the principle axes.
Figure 7: Thruster forces for Case 1 using proposed tracking control law. (a) Horizontal thrusters and (b) vertical thrusters.

Figure 8: Three-dimensional view for conventional tracking control ($\kappa_r$ is set to be arbitrarily small: $\kappa_r = 0.001$) with fault.

Figure 9: Three-dimensional view for region tracking control ($\kappa_r = 0.25$) with fault.
Consider

\[
M_A = \begin{bmatrix}
X_{ud} & 0 & 0 & 0 & 0 & 0 \\
0 & Y_{vd} & 0 & 0 & 0 & 0 \\
0 & 0 & Z_{wd} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
C_{RB} (v) = \begin{bmatrix}
0 & 0 & 0 & m_z G u_6 & m u_3 & -m (u_2 - z_G u_4) & -m (u_3 + z_G u_5) \\
0 & 0 & 0 & -m u_6 & m (u_1 + z_G u_5) & -I u_5 & -I u_4 \\
-m z_G u_6 & -m u_3 & -m (u_2 - z_G u_4) & 0 & -I u_6 & I u_5 & 0 \\
-m u_6 & -m z_G u_6 & m (u_1 + z_G u_5) & 0 & I u_6 & 0 & 0 \\
m u_2 & -m u_1 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

\[
C_A (v) = \begin{bmatrix}
0 & 0 & 0 & m u_3 & -m u_6 & m u_4 & 0 & 0 \\
0 & 0 & 0 & -m u_3 & 0 & m u_2 & -m u_1 & 0 \\
0 & 0 & 0 & m u_4 & -m u_2 & 0 & 0 & 0 \\
-m u_3 & 0 & m u_1 & 0 & 0 & 0 & 0 & 0 \\
m u_2 & -m u_1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

\[
D (v) = \begin{bmatrix}
-d_{11} |u_1| & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -d_{11} |u_2| & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -d_{11} |u_3| & 0 & -d_{11} |u_4| & -d_{12} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix},
\]

\[
g (\eta) = \begin{bmatrix}
\left( mg - \frac{4}{3} \pi r^3 \rho g \right) \sin (\theta) \\
- \left( mg - \frac{4}{3} \pi r^3 \rho g \right) \cos (\theta) \sin (\phi) \\
- \left( mg - \frac{4}{3} \pi r^3 \rho g \right) \cos (\theta) \cos (\phi) \\
z_G m g \cos (\theta) \sin (\phi) \\
z_G m g \sin (\theta)
\end{bmatrix},
\]

Provided that \( r_{ODIN} = 0.31 \) m is the radius of ODIN, \( m = 125.0 \) kg is the mass of ODIN, \( z_G = 0.05 \) m is the distance of the center of gravity from the geometric center, \( \rho_v = 965 \) kg/m\(^3\) is the average density of the ODIN AUV, and \( \rho = 1000 \) kg/m\(^3\) is the density of fresh water, \( g = 9.81 \) m/s\(^2\). The hydrodynamic derivatives are given by \( X_{ud} = Y_{vd} = Z_{wd} = (2/3) \pi r_{ODIN}^3 \rho \), the translational quadratic damping factor \( d_{11} = -248 \) Ns/m\(^2\), the angular quadratic damping factor \( d_{11} = -280 \) Ns/m, and the angular linear damping factor \( d_{12} = -230 \) Ns/m. The thruster configuration matrix is defined as follows:
\[
E = \begin{bmatrix}
    s & -s & -s & s \\
    s & s & -s & -s \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    R_z & -R_z & R_z & -R_z
\end{bmatrix}
\begin{bmatrix}
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    -1 & -1 & -1 & -1 \\
    Rs & Rs & -Rs & -Rs \\
    Rs & -Rs & -Rs & Rs \\
    0 & 0 & 0 & 0
\end{bmatrix}, \quad (A.4)
\]

where \( s = \sin(1/4)\pi \), \( R = 0.381 \text{ m} \) denotes the distance from the center of the vehicle to the vertical thruster’s center, and \( R_z = 0.508 \text{ m} \) represents the radial distance from the center of the vehicle to the horizontal thruster’s center.
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